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2001.—To plan for any future rescue of personnel in a dis-
abled and pressurized submarine, the US Navy needs a
method for predicting risk of decompression sickness under
possible scenarios for crew recovery. Such scenarios include
direct ascent from compressed air exposures with risks too
high for ethical human experiments. Animal data, however,
with their extensive range of exposure pressures and inci-
dence of decompression sickness, could improve prediction of
high-risk human exposures. Hill equation dose-response
models were fit, by using maximum likelihood, to 898 air-
saturation, direct-ascent dives from humans, pigs, and rats,
both individually and combined. Combining the species al-
lowed estimation of one, more precise Hill equation exponent
(steepness parameter), thus increasing the precision associ-
ated with human risk predictions. These predictions agreed
more closely with the observed data at 2 ATA, compared with
a current, more general, US Navy model, although the con-
fidence limits of both models overlapped those of the data.
However, the greatest benefit of adding animal data was
observed after removal of the highest risk human exposures,
requiring the models to extrapolate.

decompression sickness; disabled submarine; hyperbaric;
mathematical modeling

PROBABILISTIC MODELS HAVE been used during the last 15
yr to predict decompression sickness (DCS) in humans
(22, 23) as well as animals (15). Unfortunately, because
of uncertainties about risk factors associated with
DCS, such efforts have usually involved empirically
fitting functions to dive data, resulting in models that
allow risk prediction but lack a sound physiological
basis. As a result, these models often do not extrapo-
late reliably to dive profiles much different from the
original data. This can be especially problematic when
making predictions about human dives for which there
is little or no available human data. These include

relevant but high-risk profiles that cannot be per-
formed experimentally because of ethical concerns.

Presently, the US Navy needs the ability to estimate
the risk of DCS in a disabled submarine (DISSUB)
scenario, which would involve rapid surfacing from
air-saturation exposures at pressures up to 5 atmo-
spheres absolute (ATA). Such a scenario would be
expected to result in a high incidence of severe DCS.
Unfortunately, present decompression models are
based on little data directly relevant to this type of
exposure and, therefore, should not be expected to
produce the most reliable predictions. Previous best
estimates of DCS risk for human dive profiles that use
mixtures of N2 and nonelevated O2 (�1 ATA PO2) have
been generated from a decompression model called
USN93 (20, 22). However, its intended application was
for the depth-time range used in regular Navy diving,
not the long, severe exposures of the DISSUB scenario.
This model was calibrated with 3,322 human expo-
sures, but only 467 were long enough to be categorized
as saturation. Only a subset of these (149 dives) con-
sisted of saturation dives with direct ascent, the type
relevant to the DISSUB scenario. As raw data, those
human dives demonstrated that direct ascent from
�1.8 ATA would result in perhaps 10% DCS but with
nonalarming symptoms, generally slow onset, and
good response to standard recompression therapy.
However, with the exception of 15 dives at 1.9 ATA, all
dives were done between 1.6 and 1.8 ATA. Conse-
quently, human predictions beyond �1.8 ATA with
USN93 should be considered an extrapolation. Never-
theless, this model has been used recently for DISSUB
predictions (24), although the model has been shown to
substantially underpredict some other types of high-
risk human dives (1).

Fortunately, the use of animal data offers the poten-
tial to improve prediction of DCS in humans, particu-
larly for high-risk DISSUB profiles. The abundance of
high-incidence data, available from a number of ani-
mal species and based on a much larger range of
pressure, may be more suitable for modeling a range in
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DCS risk compared with human data containing rela-
tively few cases of DCS. Consequently, the dose-re-
sponse curves for animals are usually steeper than
human curves that are derived from low-incidence data
(15). However, although a great deal of animal DCS
research has been done, there have been only limited
attempts to use animal outcome to estimate quantita-
tive human risk of DCS. One reason for this may be the
long-standing concern that the much more severe DCS
often observed in animals after experimental dives
may not be directly relevant to the normally mild cases
of joint pain in humans. Although these severe animal
cases are often purposely produced by using profiles
with inadequate decompression to facilitate the re-
search, differences in symptoms will be an issue with
any multispecies approach.

The few attempts to translate from animal to human
provide background for the present work. Boycott et al.
(4) were among the first to use decompression data
from a large-animal model to predict decompression
parameters in humans. Through a comparison of re-
spiratory exchange rates in humans and goats, they
estimated the saturation time for a goat to be about
three-fifths of that of humans. More recently, Berghage
et al. (2), building on the work of Flynn and Lambert-
sen (7), analyzed data from seven species, including
humans and rat, from air-saturation exposures with
direct ascent. They found that the N2 “dose” required to
produce a 50% incidence of DCS for each species was
highly correlated with the average body weight of the
species. Lin et al. (17) applied interspecies relation-
ships to calculate decompression schedules for satura-
tion dives at 30 ATA, assuming that saturation half
times in four species (human, rat, rabbit, and dog) were
related to body weight. They proposed shorter human
decompression schedules, although very little animal
data were used in their analysis. However, it is not
known whether any of these schedules were ever tested
on humans. More recently, using maximum-likelihood
techniques, Ball et al. (1) fitted linear exponential
models to a set of human and sheep air dives (none
saturated) with direct ascent. A model that estimated
the N2 kinetics from the combined human and sheep
data was found to fit the decompression outcome data
better than totally separate human and sheep models.
However, this model required species-dependent fac-
tors of “gain” (a weighting factor) and “threshold” (the
pressure above which the inert-gas pressure begins to
contribute to DCS risk).

This report describes the development and evalua-
tion of multispecies (human, pig, rat) models for pre-
diction of DCS after air-saturation dives with direct
ascent. The hypothesis being tested is that combining
animal data with human data significantly improves
the model predictions of human DCS. The differences
that we are introducing include differences in models,
data, and purpose. We emphasize that this was an ad
hoc approach specifically designed to improve the abil-
ity to predict risk associated with these types of dives
and not to replace other more general models, such as
USN93, that are used for a much wider range of pro-

files. The relatively simple profiles that we are dealing
with allowed our use of very simplistic empirical mod-
els that are not suitable for more complex situations.
By combining three species with differences in severity
of DCS, we assume that the decompression responses
of these species share a common underlying mecha-
nism(s) that can help to better define the human de-
compression response. Although these findings may
suggest directions for future work, the limited scope of
this project prevented the addressing of broader issues,
such as general techniques and best types of models for
using animal data in this manner.

METHODS

Summary. Hill equation dose-response models were fit, by
using the technique of maximum likelihood, to three species
(humans, pigs, and rats), individually and in combination.
For the main models, a total of 898 air-saturation, direct-
ascent dives were used: 245 human dives, 128 pig dives, and
525 rat dives. The predictions of these models were compared
1) among themselves to judge the benefit of combining spe-
cies and 2) to USN93, presently the most used probabilistic
decompression model for predicting human outcome, to pro-
vide a baseline reference for judging their performance.

Animal use. The experimental protocols for all animal
experiments used in this work were reviewed and approved
by the Animal Care and Use Committee at the Naval Medical
Research Institute [now the Naval Medical Research Center
(NMRC)]. The committee used the animal use guidance re-
quired at the time of review by the Department of the Navy,
which was the current version of the “Guide for the Care and
Use of Laboratory Animals” [Institute of Laboratory Animal
Resources, National Research Council, DHHS Publication
Nos. (NIH) 78-23, 85-23, 86-23].

Intraspecies data used for modeling. All exposures were
air-saturation dives, with minimal decompression, from ex-
isting published databases and are summarized in Table 1.
The models that we developed deliberately did not incorpo-
rate gas uptake and washout but assumed saturation before
decompression and no important loss of gas during ascent.
Saturation was defined as a total bottom time of a minimum
of 24 h (1,440 min) for humans, 22 h (1,320 min) for pigs, and
1 h (60 min) for rats. Direct ascent is defined as employing no
stops and having a total ascent time after leaving the bottom
of �20 min for humans, �11 min for pigs, and �0.2 min for
rats.

For humans, a pressure exposure of �1 day has been
considered saturation. Prior human models actually indicate
that 1 day is �2% short of saturation (20, 22). Twenty
minutes was chosen as the maximum ascent time for inclu-
sion in this data set to make the set as large as possible.

Table 1. Summary of decompression data from the 3
species used for modeling

Species Weight Manifestations
%

DCS
Dives,

no.

Human DCS (no marginals) 8.6 245
DCS (with marginals) 20.8

Pig 20.0�1.7 kg DCS (including death) 60.9 128
Death 33.6

Rat 245�18 g DCS (including death) 64.6 525
Death 46.7

Weights are means � SD. DCS, decompression sickness.
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Previous modeling suggests that the majority of DCS risk
associated with human saturation dives is due to tissues
that should off-gas minimally during 20 min of decompres-
sion (22).

Because little kinetic information is available for pigs, it
was assumed that a bottom time sufficient for human satu-
ration would be more than adequate for saturation in pigs
weighing �20 kg. Pigs were brought to the surface as rapidly
as the chamber permitted, which was �11 min. In the case of
rats, the 1-h saturation requirement is based on prior re-
search (11). A previous study dealing with variable decom-
pression in rats (13) supports the assumption that little
gas is lost during the relatively rapid ascent to the surface
(�0.2 min).

Human data. The primary source of human data was the
comprehensive NMRC technical report describing the mani-
festations of DCS after air and N2-O2 diving (21). The human
data meeting the present selection criteria consisted of 245
dives to depths ranging from 1.61 to 2.00 ATA, with bottom
times from 1,440 to 6,181 min. For 65 dives that used an
N2-O2 mixture containing 0.4 ATA O2 at depth, equivalent
air depths (3) were used to replace the actual depths. Other
dives were included that had excursions to other depths, as
long as a final 24 h were spent at a constant depth. The 245
dives included 1) all of the 149 air-saturation dives with
direct ascent that were part of the much larger set of dives
used to produce the human USN93 model and 2) an addi-
tional 96 human saturation dives. These additional dives
included 22 extra dives at 1.91 or 2.00 ATA, representing a
substantial increase in higher risk dives over the 15 dives at
1.91 ATA used in the calibration of USN93.

There are a number of cases in which humans complain of
minor joint pains and/or fatigue after decompression but in
which diagnosis of DCS is unclear. These minor or temporary
cases are termed “marginal” in the human data collections.
The full cases of human DCS are typically knee pains. Over-
all DCS incidence for the final 245 human dives used was
8.6% (21 cases) when excluding marginal DCS, and 20.8%
when the 30 marginal outcomes were included. Body weights
were not available for all of the human dives; therefore,
human weight is excluded from the analysis.

To evaluate the feasibility of replacing high-risk human
data with animal data, an abridged human data set was
created by removing all dives (37 dives) at the two deepest
depths (1.91 and 2.00 ATA) and thus with the highest risk,
from the original set of 245 human dives. Models were fit to
this new human data set both alone and combined with the
pig and rat data.

Pig data. The 128 air-saturation pig dives were done at
Naval Medical Research Institute/NMRC from 1997 to 2000
and are described in Ref. 5. Dives ranged in depth from 2.52
to 5.55 ATA. Overall DCS incidence was 60.9%; incidence of
death was 33.6%. Pig weights before diving ranged from 17.1
to 24.8 kg with a mean of 20.0 � 1.7 (SD) kg.

Pigs were scored as having DCS if any one of the following
occurred: 1) neurological DCS, 2) cardiopulmonary DCS, or 3)
death. Neurological DCS was defined as ataxia, paralysis,
nystagmus, or repeated inability to stand after being righted
twice by the investigator. Cardiopulmonary DCS was defined
as a visually observed respiratory rate of �90 breaths/min
combined with respiratory distress, as evidenced by open-
mouthed, labored breathing, central cyanosis, inversion of
the normal inspiratory-to-expiratory ratio, and production of
frothy white sputum. These scoring criteria are designed to
identify severe DCS, which, in a DISSUB scenario, could
result in death or serious long-term morbidity.

Rat data. The 525 air-saturation rat dives were selected
from three dive sets analyzed in previous reports (11, 12, 14).
Depths ranged from 5.39 to 7.67 ATA with times at depth
from 60 to 120 min. For the gas-switching experiments (14),
only the control air dives were used. Overall DCS incidence
was 64.6%; death incidence was 46.7%. Rat weights after
diving ranged from 206 to 316 g, with an overall mean of
245 � 18 (SD) g.

Rat DCS criteria consisted of walking irregularities, ab-
normal breathing patterns, forelimb and/or hindlimb paral-
ysis, rolling in the cage, convulsions, and death (12). Animals
were scored as having DCS only when one or more of these
symptoms developed.

Scoring criteria for modeling. In the main analysis, we
chose to exclude human marginal symptoms as less relevant
for our main concern. In the animals, we chose to use all
occurrences of DCS (which includes death) as the response to
the model. Other possibilities are presented in the APPENDIX.

Data analysis: the model. Hill equation dose-response
models predicting the probability of DCS were fit to the data
of all three species, both individually and combined, by using
maximum likelihood (6). Models also evaluated the feasibil-
ity of replacing the highest risk portions of human data with
animal data. The Hill function is adapted from models pre-
viously fit to our rat data (15). These models appear to fit
animal decompression well, but we emphasize that they are
not based on any known or presumed physiology of DCS.

The dose-response model used for this analysis was the
Hill equation

Probability (DCS) � dosen/(dosen � P50
n ) (1)

where P50 represents the dose at which there is a probability
of 50% for the occurrence of DCS, and the exponent n is the
order of the Hill equation that controls the steepness of the
central portion of the sigmoidal curve. The dose in Eq. 1
represents a measure of decompression stress and was de-
fined simply as

Dose (in ATA) � depth (in ATA) � 1 (2)

where subtraction of 1 ATA from the depth of the air dive
defines the amount of supersaturation existing after ascent
to the surface. This definition assumes that 1) saturation
exists before decompression, 2) all of the additional gas, not
just the N2, is a reasonable prediction metric for DCS, and 3)
no gas loss occurs during the rapid decompression. These
assumptions allowed the use of these simplistic dose-re-
sponse models, as the effect of gas kinetics could be ignored.

Because animal weight may have a significant effect on the
decompression outcome within a species, an intraspecies
weight correction for dose was included in the model, as
previously done for rats, by using a power function (15).
Because weights were available for only the animals and not
humans, no weight correction was incorporated into the hu-
man predictions. For animals, weight (Wt) was first normal-
ized by dividing by the average weight of each species and
then raised to an exponent denoted as the weight factor
(WtF). The final expression for dose for rats was

Dose (Wt corrected) � dose (Wt/245 g)WtF(Rat) (3)

and a similar expression was used for pigs by using the
average weight of 20.0 kg. By this formalism, the weight
factor for humans is fixed at 1.0.

Parameter values of all models were adjusted to maximize
the log likelihood of the model with a modified Marquardt
nonlinear estimation algorithm (18). The likelihood ratio test
was used to evaluate the significance of estimated parame-
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ters based on improvement in fit (8). The shape of the likeli-
hood surface near the converged parameters was used to
estimate the precision of the parameter values. Symmetric
confidence limits for predicted functions were generated by
using first-order approximation in propagation of error pro-
cedures (10).

For each individual species model, parameter estimation
produced a single P50 and exponent. Weight corrections were
then inserted and tested for significance. The species were
then combined and fit by an initial model, again containing a
single P50 and single exponent. The significance of separate
P50 values and exponents for each species was then tested by
introducing additive terms (�) for both the P50 and exponent

P50 human � P50 rat � �P50 human (4)

P50 pig � P50 rat � �P50 pig (5)

nhuman � nrat � �nhuman (6)

npig � nrat � �npig (7)

The approach arbitrarily added adjustment terms to the rat
parameters, although these terms could have been added to
either of the other two species. By simple inspection of the
data, we knew that the positional parameter (P50) would be
quite different for the three species but thought that the Hill
steepness parameter (n) might be common. Because of the
large overall differences in severity between the human and
animal DCS, any adjustments in P50 or n required for inter-
species predictions would reflect differences among species,
not only in tolerance to decompression, but also in scoring

criteria. The sharing of a common P50 or n would be based on
partial species overlap of these parameters within the limi-
tations of the data and these relatively simple models. We
again emphasize that this approach is based on the assump-
tions that a common underlying mechanism(s) of DCS exists
among species and that the animal dose response may be
used to better estimate any common parameters. These are
assumed to be true even though signs and symptoms vary
with species and dive profile.

Where additive terms were found significant for parame-
ters, the actual value for human and/or pig was estimated
rather than found by using Eqs. 4–7. As before, weight
corrections for the pig and rat were then tested for signifi-
cance. No adjustment terms for WtF were used, as this
parameter was only found significant for the rat (as will be
discussed later). Each set of parameters was found by using
several dozen sets of starting parameter values to ensure
that the maximum log likelihood found was a global and not
a local maximum.

RESULTS

Model parameters for single and combined species
fits are reported in Table 2 for the main model and
Table 3 for the models evaluating replacement of high-
risk human data with animal data. Additional analy-
ses examining changes in scoring criteria are pre-
sented in the APPENDIX. Only parameters found to be
significant at the 0.05 level are presented. As rat
weight is shown to have an effect on DCS risk (as
discussed below), we emphasize that the plotted curves
presented in Figs. 1–6, unless otherwise indicated, are
based on a rat weight of 245 g, the average weight of all
of the rats.

Single-species models. Models fit separately to the
three species showed substantial differences in their
P50 values, reflecting increasing tolerance (human �
pig � rat) to decompression with decreasing species
size, as well as differences in scoring criteria. This is
graphically shown by the shift to the right, from hu-
man to pig to rat, of the predictive curves relating
probability of DCS to saturation depth (Fig. 1A). In
other words, a deeper saturation dive was required to
produce the same incidence of DCS in rats compared
with pigs, and a deeper dive in pigs than in humans,
emphasizing again that the scoring criteria were very
different for the three species.

The standard errors for the exponents were up to an
order of magnitude larger, on a percentage basis, than
those for the P50 values (see Table 2). This limited the

Table 2. Parameter estimates for Hill equation
models fit to all 3 species separately or combined

Species Separate Combined

P50

Human 1.05�0.06 1.11�0.06
Pig 3.03�0.09 2.97�0.11
Rat 4.74�0.18 4.93�0.10

Exponent

Human 7.90�1.75 6.42�0.83
Pig 8.67�2.30 6.42�0.83
Rat 4.67�1.05 6.42�0.83

Weight factor

Rat 2.58�0.59 2.00�0.31

Values are means � SE. Scoring criteria: human DCS (excluding
marginal cases) and animal DCS (including animal death). P50, dose
(in ATA) at which there is a probability of 50% for occurrence of DCS.
Weight factor not significant for pigs and not applicable to humans
due to the absence of human weight data.

Table 3. Replacing high-risk human data with animal data

Data P50 Exponent

Model Prediction, %

1.91 ATA 2.00 ATA

Human data 1.05�0.06 7.90�1.75 25(14–35) 41(22–60)
Human data � 1.91 ATA 0.97�0.15 9.86�5.32 34(0–85) 57(0–100)
Human data � 1.91 ATA � animals 1.16�0.10 6.13�0.93 18(7–30) 29(11–47)
Observed 44*(7–52) 38† (18–62)

Human parameter estimates are means � SE. Human DCS risk predictions (95% confidence limits) are for Hill equation models fit to all
the human data, the human data after removal of all dives at the 2 depths �1.91 ATA, and the abridged human data set after addition of
all the animal data. Scoring criteria: human DCS (excluding marginal cases) and animal DCS (including death). *7 cases in 16 men; †8 cases
in 21 men. Values of 95% confidence limits are in parentheses.

219ANIMAL DATA TO PREDICT HUMAN RISK

J Appl Physiol • VOL 93 • JULY 2002 • www.jap.org

Downloaded from journals.physiology.org/journal/jappl (001.002.207.160) on March 10, 2024.



ability to resolve exponents among species by using
their 95% confidence limits. Formal testing of separate
vs. combined exponents, described below, also failed to
find significant differences among the species. Inclu-
sion of a weight correction (the parameter WtF) pro-
duced significant improvement in fit for rats, resulting
in a greater probability of DCS for heavier rats after a
dive at any depth. However, correction for weight was
not found significant in pigs, despite a nearly identical
range in weight, in percentage terms, as in the rats,
although the much smaller number of pig dives (only
25% of the number of rat dives) would have limited the
ability to detect such an effect if it were present.

Similar findings were observed by using alternative
scoring criteria, although the specific values for the
parameters were different (see APPENDIX).

Multispecies models. Models fit to the combined
three species produced separate P50 values for each
species that were shown to be significant (P � 0.01) by
applying the likelihood ratio test with the use of Eqs. 4
and 5. As expected, these P50 values were very similar
in magnitude and precision (i.e., standard error) to
those from the single-species fits. On the other hand,
exponents for the three multispecies models could not
be resolved: P � 0.05 for both �nhuman and �npig in Eqs.

6 and 7. Admittedly, this finding must be partly attrib-
uted to the large estimation error associated with the
individual exponents. However, based on these results,
a common exponent was estimated for all three species,
producing a value with considerably less error than for
the single-species estimates. This would be expected,
as all the data were now used to estimate one common
exponent vs. the previous three, demonstrating one of
the major benefits of combining data. However, the
value of the common exponent was now a compromise
among the three species.

By combining species, the 95% confidence belts
around the predictive curves were tightened, compared
with the single-species plots (Fig. 1). This was primar-
ily the result of the reduced error associated with the
common exponent, which allowed more precise esti-
mates of risk for all three species, particularly in re-
gions in which there were no data. For the human
predictions, this benefit was admittedly modest and
most evident at the higher incidence levels. Both hu-
man and multispecies models agreed well with the
observed incidence rate of DCS at 2.00 ATA, the great-
est depth for which we have human data (see first 2
models in Table 4). However, combining species also
slightly reduced the correlation between the exponent
and human P50 (�0.84 for human only and �0.68 for
combined). This would be expected, as the common
exponent was now also influenced by the pig and rat
data. The multispecies model had a steeper response
(i.e., higher predicted risk of DCS) to increasing depth
compared with the USN93 model (Table 4). Thus this
Hill model agreed more closely with the observed inci-
dence of DCS at 2.00 ATA, although the confidence
limits of both models overlapped those of the data.
Very important for future efforts was the inability to
resolve any difference between using animal DCS or
death for human prediction (APPENDIX). Although differ-
ences in diagnosis criteria for animals affected model
parameters, our ability to make more precise human
predictions was not compromised.

As with the single-species models, a significant (P �
0.01) weight correction was found for rats, but not for
pigs. Furthermore, the nonsignificant pig weight factor

Table 4. Model predictions and observed incidence
rates for human DCS following air saturation at 3
depths, followed by direct ascent to the surface

Model

DCS, %

2.00 ATA 2.21 ATA 2.52 ATA

Hill human model 41(22–60) 76(51–100) 95(84–100)
Hill multispecies model 34(21–47) 64(46–82) 88(77–100)
USN93 model 17(14–21) 23(19–28) 32(25–38)
Observed

Current human data set 38*(18–62) † †

The 95% confidence limits for both predicted and observed values
are in parentheses. Hill model predictions are based on the scoring
criteria of human DCS (excluding marginal cases) and animal DCS
(including death). USN93 model predictions (22) are based on setting
each marginal case of DCS equal to 0.1 of a confirmed case. *8 DCS
cases in 21 men; †no data available.

Fig. 1. Predictive curves (solid lines) [and 95% confidence limits
(dashed lines)] for single-species (A) and multispecies models (B)
relating decompression risk to saturation depth for direct-ascent air
dives are shown for the 3 species. Symbols represent actual data with
mean incidence rate of decompression sickness (DCS) calculated for
each depth. Rat predictions were based on body weight set at 245 g,
the mean weight of all rats.
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was also shown to be statistically different (P � 0.01)
from that for rats. An illustration of the large impact
that rat weight has on DCS risk is seen in Fig. 2, with
the multispecies model. Figure 2A shows the dramatic
shift to the left of the predictive curves as rat weight is
increased in 10-g increments. The net effect is that, for
heavier rats, a shallower range of depths is required to
produce the same range of DCS incidence. Figure 2B
plots the predictive probabilities with increasing rat
weight at three depths: 5.55, 6.30, and 7.06 ATA. The
average slopes for these curves over the 225- to 265-g
range were �1.1, �1.2, and �0.9% DCS/g, respec-
tively.

Deletion of highest risk human dives. Results showed
that exponent error increased dramatically for the hu-
man-only model fit to the abridged human data set
(depths �1.91 ATA), producing a much wider confi-
dence belt surrounding the predictive curve, compared
with that fit to all of the original human data (Fig. 3, A
and B, Table 3). Consequently, the ability to make
meaningful predictions was lost, especially at the
greater depths. One disturbing result of the data re-
moval was the failure of the model to resolve risk

predictions for 1.91 and 2.00 ATA from zero (Fig. 3B,
Table 3), although the 95% confidence limits of the
actual data at these depths do not overlap zero. This
provided little credibility to the poorly defined predic-
tions in this region. However, much of the lost preci-
sion was restored to the human predictions after add-
ing the pig and rat dives to the reduced human data set
and refitting with multispecies models (Fig. 3C, Table
3). This improvement occurred primarily via a reduc-
tion in the exponent error. However, the main Hill
multispecies model was the best predictor of high-risk
human dives in terms of precision. This was expected
as this model had the advantage of both the animal
data and the most human dives at 1.91–2.00 ATA.

Effectiveness of the models (single species vs. multi-
species). The ability of the single species and multispe-
cies models to describe the dive profiles for all three

Fig. 2. Effect of rat weight on decompression risk. A: dramatic shift
to the left of the predictive curves as rat weight is increased in 10-g
increments, demonstrating that, for heavier rats, a shallower range
of depths is required to produce the same range of DCS incidence. B:
predictive probabilities with increasing rat weight at 3 depths: 5.55,
6.30, and 7.06 ATA. The average slope for each of these curves over
the 225- to 265-g range was ��1% DCS/g.

Fig. 3. Replacing high-risk human data (A) with animal data. Much
of the predictive precision that is lost, after the 37 human dives at
the 2 deepest depths �1.91 ATA (symbols circled) were removed (B),
is restored after adding back all of the pig and rat data (C). Predictive
curves (solid lines) [and 95% confidence limits (dashed lines)] are
based on data that exclude human marginals and use animal DCS.
Symbols represent human data with mean incidence rate of DCS
calculated for each depth.
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species was compared by plotting the difference be-
tween the model prediction and the observed incidence
vs. the saturation depth (Fig. 4). All data were used
with the observed DCS values defined as the mean
incidence at each depth.

For predictions, rat weight was set at 245 g, the
grand mean of all of the rats, as there was no way to set
weight in the prediction to truly reflect the weight
distribution at each depth. A different symbol was used
for each species to allow comparison. In presenting
this, we emphasize that actual incidence data have
their own associated errors based on the binomial
distribution. However, much more important in regard
to the rat comparisons is the effect of body weight. As
previously discussed by our laboratory (15), the error
between the predicted and observed incidence of DCS
is magnified in rats by the relatively large effect of body
weight on the risk of DCS (�1% increase in DCS per
additional gram of rat weight). Consequently, the cal-
culated errors do not truly reflect the performance of
the models, as they are based on the mean incidence at
each depth, with animals of different weights, and the
predictions with the use of the model with a fixed
weight. With over a 100-g range in rat weight in the
data, this effect obviously can be large. Although these
weaknesses will limit interpretation of the residuals,

we point out that nearly all of the model predictions are
within 25% (absolute) of the observed incidence for
DCS for both the single-species and multispecies mod-
els (Fig. 4). More importantly, the scatter of points
around zero suggests that the models predict DCS for a
given species without significant bias and equally well,
regardless of depth. The symbols for humans, rats, and
pigs also appear to be randomly distributed about zero,
suggesting the absence of systematic model distortion
with respect to species for the multispecies models
(Fig. 4B).

The 	2 tests of “goodness of fit” were also performed
to provide a more formal evaluation of how well the
models fit the data. However, two issues related to
these tests need to be emphasized. First is the addi-
tional error introduced in the rat prediction due to body
weight as just discussed. Second is the tendency to rely
too strongly on such tests when arbitrary categoriza-
tion is used. As discussed previously in some detail
(19), outcomes of 	2 tests can be highly dependent on
the choice of categorization and, therefore, should be
used only as a rough guide to identify problem areas of
fit. Because the three species appeared to be the most
logical breakdown of the data to examine model per-
formance, the 	2 tests were used to evaluate the ability
of the single-species and multispecies models to predict
DCS within each species. The test statistics were cal-
culated for each species by using the 9 saturation
depths for humans, 14 depths for pigs, and 7 depths for
rats. The human, pig, and rat test statistics were found
to be 8.7, 4.9, and 33.3 for the single-species models
and 7.6, 4.8, and 47.6 for the multispecies model, re-
spectively. According to this test, both models fit the
human and pig data (P � 0.05), but both failed to fit the
rat data (P � 0.05). However, the failure of the test for
the rat predictions was not surprising, because of the
effect of body weight, and should not be interpreted as
an obvious failure of the model.

DISCUSSION

Multispecies models were developed in this study
that allowed the sharing of common parameters among
the three species. By employing one, more precise Hill
equation exponent, the multispecies models allowed
human risk predictions with smaller confidence limits
compared with our human-only models. The predic-
tions of the multispecies model agreed more closely
with the observed data at 2 ATA, compared with the
present US Navy model (USN93), although the confi-
dence limits of both models overlapped those of the
data. Thus it was impossible to declare one model
better than the other at this depth, a situation that is
very common in the field of risk prediction of DCS.
However, it would not have been surprising if our
relatively simplistic models, which were fit to data only
from air-saturation, direct-ascent dives, improved pre-
diction over more complex models such as USN93 that
were fit to, and used to predict risk for, a wide variety
of profiles.

Fig. 4. Error for single-species (A) and multispecies models (B) are
shown by plotting the difference between model prediction and
observed incidence vs. saturation depth. Observed values are the
mean incidence rates at each depth. Rat predictions were based on
body weight set at 245 g, the mean weight of all rats. Both types of
models predict DCS for a given species without significant bias and
generally equally well, regardless of depth. Multispecies model also
predicts across species without distortion.
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The benefit of combining species, in terms of reduc-
ing the confidence limits of model predictions for hu-
man prediction, was relatively modest within the re-
gion in which human data are available. The real value
of our approach becomes evident when extrapolation is
necessary, and the addition of animal data is essential
to make predictions without huge uncertainties. This
was demonstrated when animal data were added to the
abridged human data set, which was missing the dives
at the two deepest depths. The addition restored the
ability to resolve risk predictions for these two depths
from zero. Unfortunately, we cannot presently deter-
mine the reliability of our predictions for depths
greater than these. Consequently, the accuracy of our
approach for human prediction awaits further experi-
ence and testing with other types of data, as has often
been the case with the introduction of other new pre-
dictive models for DCS. However, it is this unique
ability to predict human outcome, where no data are
available, that is the primary goal of animal-to-human
modeling. Certainly, any future work should focus on
whether our conclusions regarding combining data
hold true for other species and other types of dive
profiles, such as those involving nonsaturation expo-
sures or decompression stops.

The use of a common exponent in our multispecies
models was based on the inability to resolve exponents
among the individual species at least partly because of
their large confidence limits, rather than very close
agreement in their actual values. In a sense, by com-
bining species, we have “merely” increased the number
of observations used to calibrate a model for subse-

quent predictions of a human response. More observa-
tions lead to better predictive precision by well-estab-
lished statistical principles. However, the additional
subjects were “small” laboratory animals, not humans,
illustrating one way that animal data might be of value
in developing human decompression procedures. Such
an approach translating animal models to human pre-
diction could conceivably allow initial development of
human procedures by using limited animal dives,
while eliminating many human trials.

With the multispecies models, we are able to adjust
the dose-response curve of any one of the three species
to derive the curves of the other two by changing a
single parameter, P50. Because of the nature of the Hill
equation, the steepness of any plotted dose-response
curve depends on both the exponent and the dose range
selected for the plot. Thus the multispecies curves
show decreasing steepness going from human to pig to
rat, despite having the same exponent, reflecting the
larger magnitudes of dose at the greater saturation
depths. A more detailed evaluation of the contribution
of the P50 and exponent to these combined-species
models would, in our opinion, push the interpretation
of the parameters beyond what appears warranted, in
view of the relative imprecision associated with these
(e.g., Fig. 4) and other decompression models.

The simple profiles used in this study allowed any
differences in gas kinetics to be ignored. However, a
previous study defining risk of DCS in humans and
sheep needed to include parameters explicitly defining
gas kinetics, because bottom times were �3 h (1). That
study reported that separate gas-exchange parameters

Table 5. Effect of scoring criteria on model parameters

Scoring Criteria Species Separate Combined

P50

No human marginals/animal DCS* Human 1.05�0.06 1.11�0.06
Pig 3.03�0.09 2.97�0.11
Rat 4.74�0.18 4.93�0.10

With human marginals/animal DCS Human 0.95�0.05 0.94�0.03
Pig 3.03�0.09 2.95�0.12
Rat 4.74�0.18 4.87�0.11

No human marginals/animal death Human 1.05�0.06 1.03�0.04
Pig 3.63�0.10 3.67�0.10
Rat 5.65�0.06 5.64�0.06

Exponent

No human marginals/animal DCS* Human 7.90�1.75 6.42�0.83
Pig 8.67�2.30 6.42�0.83
Rat 4.67�1.05 6.42�0.83

With human marginals/animal DCS Human 5.39�1.15 5.75�0.72
Pig 8.67�2.30 5.75�0.72
Rat 4.67�1.05 5.75�0.72

No human marginals/animal death Human 7.90�1.75 8.64�0.94
Pig 10.62�2.32 8.64�0.94
Rat 8.29�1.29 8.64�0.94

Weight factor

No human marginals/animal DCS* Rat 2.58�0.59 2.00�0.31
With human marginals/animal DCS Rat 2.58�0.59 2.17�0.34
No human marginals/animal death Rat 1.03�0.19 1.01�0.17

Values are parameter estimates � SE for Hill equation models fit to all 3 species separately or combined, with the specific scoring criteria
noted. *These results, previously given in the main body of the paper, are provided for comparison.
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for humans and sheep were not statistically war-
ranted, allowing common parameters to be estimated
from the combined data with reduced error, as was the
case here. Those adjustments for species are analogous
to the adjustments in P50 required in the present work
and provide precedent for our work, although their
risk-based models are very different from our Hill
equation models.

The elevated risk of DCS with increasing weight
within a species was confirmed in rats, although not in
pigs in this study. Thus an intraspecies weight correc-
tion for DCS risk can be very important and potentially
large. In the illustration presented earlier (Fig. 2), a
remarkable increase of �1% in DCS risk was esti-

mated for each gram increase of rat weight, which
agrees with observations made for rats over 15 yr ago,
subjected to saturation dives with multiple inert gases
(12). Unfortunately, there was no attempt to incorpo-
rate sheep weight into the previously reported com-
bined human and sheep model of decompression risk,
despite a fivefold range in weight of the animals (1).

As expected, the additional analyses in the APPENDIX

show that the parameter estimates were affected by
the specific scoring criteria for DCS selected for the
model. Thus the adjustment in P50 for interspecies
predictions reflects differences not only in tolerance to
decompression, but also in scoring criteria. However,

Fig. 5. Alternative scoring criteria for DCS: human marginals in-
cluded, all animal DCS (including death). Predictive curves (solid
lines) [and 95% confidence belts (dashed lines)] for single-species (A)
and multispecies models (B) relating decompression risk to satura-
tion depth for direct-ascent air dives are shown for the 3 species.
Symbols represent actual data with mean incidence rate of DCS
calculated for each depth. Rat predictions were based on body weight
set at 245 g, the mean weight of all rats.

Fig. 6. Alternative scoring criteria for DCS: human marginals ex-
cluded, animal death only. Predictive curves (solid lines) [and 95%
confidence belts (dashed lines)] for single-species (A) and combined
species models (B) relating decompression risk to saturation depth
for direct-ascent air dives are shown for the 3 species. Symbols
represent actual data with mean incidence rate of DCS calculated for
each depth. Rat predictions were based on body weight set at 245 g,
the mean weight of all rats.

Table 6. Effect of scoring criteria on predictions by Hill multispecies model

Scoring Criteria

DCS, %

2.00 ATA 2.21 ATA 2.52 ATA

No human marginals/animal DCS* 34(21–47) 64(46–82) 88(77–100)
With human marginals/animal DCS 59(48–71) 82(71–92) 94(89–100)
No human marginals/animal death 44(30–59) 81(68–94) 97(93–100)

Predictions are for human DCS after air saturation at 3 depths, followed by direct ascent to the surface. The 95% confidence limits for the
predictions are in parentheses. *These results, previously given in the main body of the paper, are provided for comparison.
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regardless of which of the three sets of definitions of
DCS was used, the multispecies models agreed in
terms of 1) a common Hill equation exponent for all
three species and 2) the relative magnitude of the
precision associated with the parameter estimates.
This occurred despite the fact that the degree of over-
lap of incidence levels among species varied with how
DCS was defined. Indeed, the multispecies models did
not seem to be affected by whether there was little data
overlap among species (as with humans and rats in
Fig. 1) or considerable overlap (as in Fig. 6). These
findings are encouraging to any future efforts where
there may be differences in symptoms and incidence
levels of DCS among species.

We would caution against immediate rejection of our
approach of combining animal and human data simply
because animal DCS in many cases is more severe than
that in humans and, therefore, appears “different”
from the average human case. Within any human data
set, there is normally also a range in symptoms and
severity among DCS cases, particularly when working
with a variety of different types of profiles (21). Among
species, there certainly are differences in tolerance to
decompression, with relative susceptibility to DCS
tending to increase with species size (2, 7). One com-
mon explanation for these differences is that higher
metabolism, with accompanying faster circulation,
hastens gas elimination in smaller animals. However,
others have suggested that small animals may also be
better able to cope with an excess amount of gas and
avoid DCS (9). On the basis of the strong relationship
between body weight and DCS susceptibility, Flynn
and Lambertsen (7) suggested that species differences
probably reflect differences in susceptibility to DCS
rather than a fundamental difference in the nature of
DCS among animals. Interestingly, Lin (16) concluded
from Doppler experiments that the maximum change
in pressure without forming intravascular bubbles was
the same in rats, cats, and dogs with the use of rapid
decompression rates designed to minimize any gas
off-loading. These observations suggest that response
differences among species to the insult of decompres-
sion may reflect a combination of factors, including
differences in gas exchange and tolerance to excess gas
in the body.

APPENDIX

Changes in Scoring Criteria

Other data sets were modeled by using the Hill equation to
examine the robustness of our results relative to changes in
the scoring criteria to define DCS. Fitting methods were
identical to those described for the main model. The changes
in scoring criteria consisted of 1) including all marginal cases
of DCS for humans and 2) excluding all DCS cases for
animals except those that resulted in death. Predictive mod-
els were developed separately for each species by using the
alternate definitions of DCS. Two additional multispecies
models were created: 1) human DCS (including marginals)
and pig and rat DCS; and 2) human DCS (no marginals) and
pig and rat death. No multispecies model was fit to a data set,
which included human marginals and defined animal DCS as

death, to avoid combining such extremely different re-
sponses.

Although we had hoped to model central nervous system
(CNS) DCS in humans, our review of the 21 cases of DCS in
our human data revealed only two (perhaps 3) cases of CNS
DCS. Modeling human CNS DCS and treating only these
three cases as positive DCS outcomes produced estimates for
the P50 of 1.23 (SE � 0.20) and for the exponent of 10.8 (SE �
5.6). These results, particularly for the exponent error, con-
firmed our expectation that the small number of CNS cases
prevented reliable estimation of parameters. As a result,
human CNS DCS was not modeled separately in this study.

As would be expected, including marginals in the defini-
tion of human DCS affected the P50 estimate, although the
95% confidence limits (2 SEs) of the P50 values, with and
without marginals, overlapped (Table 5). For pigs and rats,
the P50 values for the death response were higher than those
for DCS, as a greater saturation depth was required to
produce fatalities. The specific predictions (and confidence
limits) for the multispecies models were also somewhat dif-
ferent from those for the single-species models and depended
on the scoring criteria. This is evident by comparing the
plotted curves in Figs. 1, 5, and 6 and the risk predictions in
Table 6. However, it was impossible to resolve any difference
between using animal DCS or death for predicting human
risk.

This work was supported by funding from the Deep Submergence
Biomedical Development Program.
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