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Abstract: Due to the hostile marine environment, there will inevitably be unpredictable factors
during the operation of unmanned underwater vehicles, including changes in ocean currents, hull
dimensions, and velocity measurement uncertainties. An improved finite-time adaptive tracking
control issue is considered for autonomous underwater vehicles (AUVs) with uncertain dynamics,
unknown external disturbances, and unavailable speed information. A state observer is designed
to estimate the position and velocity of the vehicle via a neural network (NN) approach. The NN
is used to estimate uncertainties and external disturbances. A finite-time controller is designed via
backstepping and command filter techniques. A multi-input multi-output (MIMO) filter for AUVs is
established, and the corresponding MIMO filter compensation signal is constructed to eliminate the
effect of filtering error. All the signals of the closed-loop system are proved to be finite-time bounded.
An example with comparison is given to show the effectiveness of our method.

Keywords: autonomous underwater vehicle; finite-time tracking control; observer; neural networks;
command filter

1. Introduction

With the development of marine environment monitoring, marine rescue, and other
applications, the research on unmanned vehicles (UV) [1–7] has attracted more attention.
Due to the complexity of ocean currents and many uncertainties in the marine environment,
the controller of the UV is required to have strong robustness. As a category of UV, AUV
has grown with the development of marine science. AUV is the product of multiple
disciplines, including mechanics, control, communication, artificial intelligence, and others.
Due to its characteristics of long mission endurance, wide range of activities, high safety
factor, and low cost, AUVs have been widely considered. AUVs can perform tasks such as
underwater early warning, marine environment monitoring, and rescue at sea. The use of
AUVs in these fields can significantly reduce the harm to divers and improve the efficiency
of mission accomplishment. To accomplish such tasks, AUVs are required to have good
maneuverability in complex environments and to complete the localization and tracking
tasks accurately and efficiently. The stability and robustness of the control system have a
significant impact on whether the AUV can operate safely in the complex and changing
marine environment. Due to the particularity of the system, control methods such as
full-state feedback linearization are not applicable, which makes the controller design of
AUVs challenging.

In order to improve control efficiency, PID control [8], backstepping control [9], sliding
mode control (SMC) [10,11], and other control methods are proposed. Among them,
the backstepping method can simplify the controller design process of AUVs and is widely
used [1,2]. The traditional backstepping method requires continuous differentiation of a
virtual function, which goes against the design principle of low cost for AUVs. Because the
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design of the backstepping method requires the derivative of the virtual control law at
each step, the number of terms in the virtual control law and the corresponding controller
complexity will both rise. This will have a significant impact on the applicability of the
backstepping method in systems with microcontrollers, such as UVs. Considering this,
a dynamic surface control algorithm is presented. By incorporating a first-order filter into
the backstepping controller design, the partial differential operation used in the virtual
controller design is converted into a simple algebraic operation, reducing the amount
of computation. The dynamic surface approach was applied to eliminate the repetitive
derivation behavior in the virtual control law of the backstepping method, and an ocean
current disturbance observer was designed to produce a feedforward compensation of
the UV [12]. An auxiliary dynamic system with dynamic surface technique was proposed
in [13] to deal with the input constraints of UV. The controller for the fully actuated surface
vehicle was designed in [14] by means of a recursive dynamic surface approach, and a
smooth hyperbolic tangent function was applied to reduce the probability of actuator
saturation. However, the filtering error caused by increasing the filter tends to cause
oscillations or even divergence in closed-loop systems, which makes the design of the
filter constants very difficult. The inclusion of a filter error compensation signal in the
backstepping design process eliminates the effect of filter error on the control performance.
A command filter-based tracking control scheme was proposed to reduce the computational
load of the backstepping method and remove the high-frequency measurement noise [15].
The command filter adaptive control was introduced to construct the human–machine
collaborative control strategy [16]. A collaborative path-tracking controller was designed for
a group of autonomous underwater vehicles with nonlinear uncertainties. The command
filter control technique was used to eliminate the assumption of the second derivative of
the reference path [17].

Meanwhile, there are many uncertainties in UV dynamic models, such as ocean cur-
rent disturbance, unknown hydrodynamic parameters, and unmodeled dynamics [18–21].
Many control methods have been proposed to approximate system uncertainties. For the
navigational high-precision tracking tasks, an event-triggered adaptive tracking control
for underactuated vehicles was proposed [22]. The minimum learning parameters of NN
were applied to estimate the disturbances and uncertainties. The tracking control prob-
lem was considered for surface vehicles in terms of NN [23]. An onboard support for
vessels that provides position predictions was proposed in terms of a machine learning
model [24]. A dynamic positioning control for vessels with uncertainties and disturbances
was investigated in [25] via the adaptive NN control method.

On another research front, as a powerful control method, NNs are widely used in
nonlinear tracking control systems. In fact, due to the cost and size of AUVs, it is difficult for
sensors inside them to obtain speed information in harsh marine environments. A nonlinear
disturbance observer was proposed to deal with the roll motion’s effect and uncertain
nonlinear model features of AUVs [26]. The extended state observer was constructed in [27]
to estimate the unknown velocities and disturbances of marine surface vessels and a finite-
time output feedback controller was obtained. Combined with the dynamic surface control,
a homogeneous nonlinear extended state observer was designed to deal with the trajectory
tracking issue for UVs [28]. To estimate the unmeasured state of vehicles, an adaptive
fuzzy state observer was proposed in [29], and the chattering effect was eliminated by
an improved SMC method. The bio-inspired state observer was established to estimate
the unknown velocities, and a robust output-feedback controller was designed to ensure
the heading converges to desired values [30]. An NN-based observer was constructed to
estimate the state, sensor faults, and actuator failures of the AUVs [31]. In [32], an adaptive
observer was designed to estimate the follower velocities of the AUVs, and reduce the risk
of the actuator saturation. Also, the fuzzy adaptive finite-time control (FTC) for vessels
with uncertainties was considered via the SMC method [33].

Furthermore, compared with asymptotic stability, the FTC scheme proposed in [34]
improves the convergence speed and anti-interference of systems. The FTC algorithm



Drones 2023, 7, 604 3 of 17

has a fractional power term, which gives it the advantages of fast convergence, high
control precision, and good anti-interference performance [35]. From another perspective,
the use of finite-time tracking control schemes can improve the robustness of AUV systems.
The tracking problem of AUVs in [36] was studied via an adaptive control law that updates
the upper bounds of the disturbances. The optimal fuzzy tracking control for vessels
under uncertainties and disturbances was considered in [37] by constructing a finite-time
disturbance observer. The FTC for a coaxial octorotor with disturbances was investigated
via the SMC approach [38]. A novel hyperbolic-tangent path following the FTC problem
was studied for AUVs subject to disturbances and internal dynamics in [39]. An output
feedback cooperative formation problem for surface vessels was studied in [40]. At the same
time, the nonlinear extended state observer is constructed to compensate the unknown time-
varying actuator faults and realize the finite-time tracking control. For uncertain nonlinear
AUV systems with input saturation, the finite-time terminal sliding surfaces control strategy
was established to guarantee the boundedness of tracking error [41]. In order to avoid
formation collision and maintain path connectivity, an extended observer was designed to
recover unmeasured velocity signals and realize maneuvering formation mode in a finite
time [42]. The fault-tolerant formation control of the surface AUV was completed in a finite
time via using the restricted line-of-sight range and angle tracking error [43].

Inspired by the above discussion, considering simultaneous unmodeled dynamics,
the unavailability of speed, and unknown time-variant marine environment disturbances,
an adaptive finite-time tracking control approach is proposed. An NN is introduced to
estimate the uncertainty, and an observer is established to approximate the unavailable
velocity. The “complexity explosion” issue is solved in terms of a second-order command
filter. The main contributions are summarized below.

(1) The FTC of the AUV is realized via output feedback control and backstepping method,
which ensures control precision. The velocity of the AUV is observed by a designed
high-gain state observer. In contrast with [44], the design of the observer in this paper
requires fewer hydrodynamic parameters and lower requirements for the AUV. At the
same time, the assumption of [44] on the AUV’s velocity is relaxed.

(2) In order to reduce the requirement for dynamic accuracy, the adaptive NN is used
to approximate the unknown parameters of the AUV and eliminate the influence of
time-varying external disturbances. Compared with [23–25], the FTC for the AUV
is considered, and the state of the error system is proved to converge to a small
neighborhood of zero within a finite time interval, which can better meet the task
requirements of UVs. The designed finite time controller also increases the robustness
of the AUV system.

(3) Different from other command-filters designed for AUVs [15–17], a MIMO filter
compensation signal based on the transformation matrix of the AUV was designed to
eliminate the influence of filtering errors, avoid the chattering phenomenon, and relax
the restrictions on the virtual control signal. The stability of the closed-loop system
is analyzed, the computational complexity caused by the backstepping approach
is reduced in terms of the command filter, and the filtering compensation loop is
established to reduce the error caused by the second-order filter. The effective tracking
performance of the control scheme considering external disturbance is verified by
a simulation.

2. Problem Formulation

In order to ensure that the AUV can complete the tracking task, we first study the
dynamics modeling of the AUV. A reasonable design of a dynamic model is helpful in
analyzing the system state of the AUV and gives the relationship between the velocity,
position, and other states of the vehicle. At the same time, the design of a dynamic model
is also the basis and premise of the research on tracking control of AUV.

To simplify the design of the controller, we assume that the kinematics and the dy-
namics models of the AUV are symmetric, and the interference of the nonlinear dynamics
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model is taken into account. Taking AUVs as rigid bodies, we establish the following
dynamic model in Figure 1, which depicts the reference frame for AUV path tracking in the
{XEOEYE} plane: {

η̇ = J(ψ)υ

Mυ̇ + C(υ)υ + Dυ = τυ + d
(1)

where η = [x y ψ]T denotes the position (x, y) and heading angle ψ, υ = [u, v, r] is the
velocities of surge, sway, and yaw, respectively. The variable definitions in the system
model are given in Table 1. n is the number of degrees of freedom of the AUV.

J(ψ) =

cos ψ − sin ψ 0
sin ψ cos ψ 0

0 0 1

 (2)

Figure 1. Reference frames of AUVs.

Remark 1. According to (2), a coordinate transformation matrix appears in the design process of the
controller, which brings some difficulties. From the elements in the coordinate transformation matrix,
it can be seen that the matrix is about the sin and cos functions. It is noted that the sin function
and the cos function are both bounded functions, so we can conclude that the transformation matrix
J(ψ) is also bounded. At the same time, we can also obtain JT = J−1. When designing the virtual
controller (21), J−1 is used, which does not produce excessive controller output behavior.

Table 1. The variables and meanings in the model.

Variable Meaning

J(ψ) Transformation matrix
M Inertia matrix (Including added mass effect)

C(υ) Coriolis and centripetal matrix
D Hydrodynamic damping matrix
d Disturbance
τυ Forces and moments

Combining the characteristics of the marine environment and the vehicle, three factors
that affect the vehicle dynamics model are summarized: The first one is the external ocean
disturbance, which causes the nonlinear damping dynamic parameter perturbation in
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the dynamic model. Secondly, the change in vehicle structure will cause uncertainty in
the vehicle dynamic model, and the movement of the vehicle will also cause a change in
hydrodynamic parameters. The third is the unknown velocity of the AUV. The controller
design usually requires the AUV’s velocity signal, but due to communication delays and
ocean noise, some of the velocity signals will be missing. At the same time, changes in
load conditions, attitude, and external disturbances will also cause difficulties in the speed
measurement of sensors. In addition, the measurement noise makes it difficult for the
internal sensor of the AUV to obtain velocity information in the harsh marine environment.
Due to the cost control of the AUV, the sensor accuracy is low, and it is difficult to ignore
the influence of marine noise. Therefore, we should get rid of the dependence on the
velocity measurement unit in the design of the AUV tracking controller so as to improve
the robustness of the AUV.

Our objective is to investigate the trajectory control of AUVs and to design the control
law τυ and the observer for system (1). Under this control scheme, effective velocity
observation and position tracking can be achieved in the presence of unknown nonlinear
dynamics C(υ), D, and ocean current disturbances.

Assumption 1. Inertia matrix M is bounded, which satisfies |M| ≤ m, with m being a positive
constant.

Assumption 2. The disturbance vector d represents external perturbations such as currents or
winds. d is unknown, continuously time-varying, and bounded.

Lemma 1. ([34]). For continuous function g(x), and system ẋ = g(x), g(0) = 0, x ∈ Rn. There
is a continuous Lyapunov function f : D → R such that:

1. f is a positive definite function;
2. There exist real numbers l1 > 0, l2 > 0, and ε ∈ (0, 1), and an open neighborhood of the

origin such that ḟ (x) + l1 f (x) + l2 f ε(x) ≤ 0 holds. Then, the origin is finite-time stable

and the settling time is T ≤ 1
l1(1−ε)

ln l1 f ε−l(x0)+l2
l2

.

Lemma 2. (Young’s inequality) ([45]). ∀α > 0, β > 0 and γ(ω, ξ), then we have

|ω|α|ξ|β ≤ αγ(ω, ξ)|ω|α+β

α + β
+

βγ(ω, ξ)
α
β |ξ|α+β

α + β

Lemma 3. ([23]). Consider a continuous function f (x) ∈ Ξ, where Ξ is compact. Given a constant
ε > 0, there exists a radial basis function neural network NTΩ(x) such that

sup
x∈Ξ
‖ f (x)− NTΩ(x)‖ ≤ ε

where x is the input, N ∈ RM denotes the output layer weight, and Ω(x) = [ω1(x), . . . , ωM(x)]T ∈
RM is the output of hidden layer. M > 1 is the number of hidden nodes. ωi(x) =

exp[− (x−µi)
T(x−µi

η2
i

] represents the commonly used Gaussian function, where µi = [µi1, . . . , µin],

and ηi denotes the center vector and the width of the Gaussian function, respectively.

Lemma 4. ([46]). Suppose sr is a continuous piece-wise quadratic differentiable input signal. There
exists k > 0, 0 < s < 1 such that ψ1 − sr(t) = o(Φγk ), where γk > 2, γ = min{s, s

2−s} =
s

2−s ,
o(Φγk ) between ψ1 and sr is the estimation of Φγk .

Lemma 5. ([45]). There exist constants µk, and

| fk(a)− fk(b)| ≤ µk||a− b||, ∀a, b ∈ Rl , k = 1, . . . , n.
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Remark 2. Compared with velocity information, the position information of the AUV can be
obtained cheaply and directly. Its position information can be obtained with the help of GPS, and its
yaw can be measured by a compass. Therefore, we assume that the x, y, and ψ information of the
AUV is known, which is a very common assumption.

3. Main Results
3.1. State Observer-Based Trajectory Controller Design

In the actual complex marine environment, the velocity of the AUV is often unmea-
sured. In this section, an observer is designed in terms of the NN method.

For the convenience of design, the AUV model (1) is redescribed as{
η̇ = J(ψ)υ

υ̇ = M−1[−C(υ)υ− Dυ + τυ + d]
(3)

Define f (υ) = −M−1C(υ)υ−M−1Dv + M−1d + (M−m)τυ, then{
η̇ = J(ψ)υ

υ̇ = f (υ) + m−1τυ

(4)

According to Lemma 3, we can obtain f (υ̂) = θTφ(υ̂) + ε, ∆Ψ = f (υ)− f (υ̂), then it
follows that {

η̇ = J(ψ)υ

υ̇ = f (υ̂) + ∆Ψ + m−1τυ

(5)

To observe the unmeasured signal, the state observer is designed as:{
˙̂η = J(ψ)υ̂ + K1η̃

˙̂υ = θ̂Tφ(υ̂) + m−1τυ + K2η̃
(6)

where η̃ = η − η̂, θ̃ = θ − θ̂, then we have{
˙̃η = J(ψ)υ̃− K1η̃

˙̂υ = θ̃Tφ(υ̂) + ε + ∆Ψ− K2η̃
(7)

By Lemma 5, ∆Ψ ≤ µυ̃. Define χ̃ = [η̃T υ̃T ]T , the error dynamics (7) is rewritten as

˙̃χ = Aχ̃ + B(θ̃Tφ(υ̂) + ε + ∆Ψ) (8)

where

A =

[
−K1 J(ψ)
−K2 0

]
B =

[
0
1

]
where A belongs to the Hurwitz matrix category, there exists a symmetric matrix P,
and AT P + PA = −Q.

For (8), we select the Lyapunov function as

V0 = χ̃T Pχ̃ (9)

so the derivative of V0:

V̇0 = ˙̃χT Pχ̃ + χ̃T P ˙̃χ

=χ̃T(AT P + PA)χ̃ + 2χ̃T PB(θ̃Tφ(υ̂) + ε + ∆Ψ)

=− χ̃Qχ̃ + 3‖χ̃‖2 + ‖P‖2‖θ̃‖2 + ‖P‖2‖ε‖2 + µ2‖P‖2‖χ̃‖2 (10)
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then

V̇0 ≤ −λ‖χ̃‖2 + ‖P‖2‖θ̃‖2 + ‖P‖2‖ε‖2 (11)

where λ = λmin(Q)− 3− µ2‖P‖2. We have

V0 =V0 − R(‖χ̃‖2)
β+1

2 + R(‖χ̃‖2)
β+1

2

≤V0 − R(‖χ̃‖2)
β+1

2 +
1− β

2
+

(β + 1)R
2

β+1

2
‖χ̃‖2 (12)

Substituting (9) into (12), it can be obtained that

V0 ≤ −λ0V0 − R0V
β+1

2
0 + M0 (13)

where λ0 = (λ + (β+1)R
2

β+1

2 )/λmin(Q), M0 = ‖P‖2‖θ‖2 + ‖p‖2ε2 + 1−β
2 , R0 = R/λmin(Q),

R is positive constant.
The uncertain model parameters of the system could potentially affect the tracking

control performance of the AUV. In (5), the radial basis function of NN is applied to estimate
the nonlinear term of the AUV and, on this basis, a finite-time NN state observer is designed
to improve the robustness and quickly estimate the velocity of the AUV. Compared with
the traditional NN state observer, the observer in this paper has a simple structure and a
faster output response, and the proof is given by (13). Compared with [44], the structure
of our designed observer is simple, which relaxes the assumption that the velocity of
the AUV needs to be known. In the later proof, the velocity of the AUV is proved to be
bounded. Although the assumption of velocity upper bound is reasonable, the selection of
an inappropriate speed upper bound will still affect the controller design of the AUV.

Remark 3. Neural networks have the ability to approximate arbitrary nonlinear functions and
are highly fault-tolerant when dealing with problems such as nonlinear systems with uncertain
parameters. However, it also brings some problems. Neural networks rely on initial values, they
have poor convergence and, at the same time, they are computationally intensive.

Remark 4. From (13) and Lemma 1, it is obvious that the observer can complete the finite-time
estimation of forward velocity, lateral velocity, and yaw rate.

The observer error is finite-time bounded, which means that the designed state
observer is effective. In the following, the finite-time tracking controller of the AUV
will be constructed.

3.2. Command Filter-Based Feedback Controller Design for AUVs

By means of the backstepping approach, a state observer is designed, and the output
feedback controller combined with the command filter is proposed. The calculation cost of
the virtual controller is reduced via a command filter in the design process as follows:

The framework for the AUV position tracking problem is shown in Figure 1.
{XE, OE, YE} denote the geodetic fixed frame and {XB, OB, YB} denote the body fixed
frame, where Xd(t) = [xd yd ψd] represents the expected trajectory.

Our control goal is to design the control force and control force moment so that the
position error converges to a small region near zero over a finite time interval.

Firstly, the following coordinate transformation is established to transform the tracking
control problem of the AUV into a tracking error finite-time bounded problem. In the
coordinate design of the traditional backstepping method, the second term of the coordinate
transformation is α1, which will lead to the complexity of the control structure [17]. In this
paper, we use α1 as the input of the command filter and replace α1 with the output of the
filter x2,c. At the same time, the command filter error compensation signal is added to the
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coordinate transformation to ensure that ξ converges to a small region near zero within a
finite time interval to ensure that the AUV can complete the tracking control in a finite time.

Define the tracking errors as {
z1 = η − Xd

z2 = υ̂− X2,c
(14)

when the virtual controller α1 is the input, X2,c denotes the output of the first-order Levant
differentiator. The finite-time command filter is constructed as:

ϕ̇1 = ϑ (15)

ϑ = −r1|ϕ1 − α1|1/2 arctan(ϕ1 − α1) + ϕ2 (16)

ϕ̇2 = −r2 arctan(ϕ2 − ϑ) (17)

in which α1 is the input and X2,c = ϕ1 is the output, where r1 and r2 are positive constants.
In contrast to the asymptotic command filter, the finite-time command filter can

estimate the derivative of the virtual controller in a finite time interval, which guarantees
a fast corresponding output of the filter. At the same time, the similarity of the arctan
function and the sign function is applied to replace the sign function in the filter and reduce
the chattering phenomenon.

The compensated tracking errors ui are defined as

ν1 = z1 − ξ1, ν2 = z2 − ξ2 (18)

The error compensating signals are defined as follows:

ξ̇1 = −C1ξ1 + J(ψ)(X2,c − α1) + J(ψ)ξ2 − s1ξr
1 (19)

ξ̇2 = −C2ξ2 − J(ψ)ξ1 − s2ξr
2 (20)

where C1 and C2 are positive constants, r is a positive constant and 0 < r < 1.
The finite-time backstepping control is established as follows:

α1 = J−1(ψ)(−K1z1 + Ẋd − s1νr
1) (21)

τυ = m(−K2z2 + Ẋ2,c − J(ψ)z1 − θ̂φ(v̂)− s2νr
2) (22)

It can be seen from (19) and (20) that the filter compensation signal designed in this
manuscript is a function with MIMO, which is to eliminate the coupling phenomenon
caused by the rotation matrix of the AUV. The general command filter compensation
signal design would normally use coordinate conversion to avoid the current situation,
but because the AUV rotation matrix has a coupling phenomenon, the conversion matrix is
difficult to design. Regarding this problem, in [15–17], a special compensation signal was
not designed, and the filtering error generated by the command filter was not considered.
Therefore, in this paper, it is the first time that the finite-time command filter compensation
signal has been constructed in the AUV controller design, and the rationality of the com-
mand filter error compensation signal design is verified by the following deductive process
and simulation.

In this section, the single-input single-output command filter is extended to the MIMO
filter. It can be seen from (15), (17), (19), and (20) that this is a MIMO command filter and
error compensation signal. The influence of the transformation matrix on the design of the
command filter is eliminated. The transformation between the navigation body and the
geodetic coordinate system is complete.

Theorem 1. Considering the AUV system model (3) with tracking control law (21) and (22),
the adaptive law (32), and the observer (6), the tracking errors(14) are adjusted near zero with a
small region in a finite time.
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Proof. The following steps can work out the desired result:
Define the Lyapunov function as:

V1 =
1
2

ν2
1 (23)

Taking the derivative of V1 yields

V̇1 =ν1ν̇1

=ν1(η̇ − Ẋd − ξ̇1)

=ν1(J(ψ)(υ̃ + z2 + X2,c)− Ẋd − ξ̇1)

=ν1(J(ψ)z2 + J(ψ)α1 + J(ψ)(X2,c − α1)− Ẋd − ξ̇1 + J(ψ)υ̃ + s1ξr
1) (24)

Substituting α1 and ξ1, it follows that

V̇1 = ν1(−k1ν1 + J(ψ)ν2 + J(ψ)υ̃− s1νr
1 + s1ξr

1) (25)

where k1, s1, r are the positive constants to be designed.
By using Young’s inequality, there holds

ν1 J(ψ)υ̃ ≤ τ

2
ν2

1 +
2J2(ψ)

τ
υ̃2 (26)

ν1s1ξr
1 ≤

s1

1 + r
|ν1|1+r +

s1r
1 + r

|ξ1|1+r (27)

where τ is an unknown positive constant to be given.
Then,

V̇1 ≤ −(k1 −
τ

2
)ν2

1 + J(ψ)ν1ν2 −
s1r

1 + r
νr+1

1 +
2J2(ψ)

τ
υ̃2 +

s1r
1 + r

|ξ1|1+r (28)

Choose the Lyapunov function as:

V2 =
1
2

ν2
2 +

1
2k2

θ̃T θ̃ (29)

According to (29), we have

V̇2 =ν2ν̇2 +
1

2k2
θ̃T θ̃

=ν2( ˙̂υ− X2,c − ξ̇2)−
1
k2

θ̃ ˙̃θ

=ν2(θ̂φ(υ̂) + m−1τ + k2η̃ − Ẋ2,c + k2ξ2 + J(ψ)ξ1 + s2ξr
2)−

1
k2

θ̃ ˙̃θ (30)

Substituting τ, it follows that

V̇2 ≤ ν2θφ(υ̂)− ν2θ̂φ(υ̂)− k2ν2
2 − J(ψ)ν1ν2 + k2η̃ν2 − s2νr+1

2 + s2ξr
2 − θ̃(ν2φ(υ̂) +

1
k2

˙̃θ) (31)

The adaptive law of θ̂ is

˙̂θ = −k2ν2φ(υ̂)− σθ̂ (32)

where k2 > 0 s2 > 0 and σ > 0 are the unknown constants to be designed.
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By Young’s inequality, there holds

ν2θ̃φ(υ̂) ≤ τ

2
ν2

2 +
2
τ

θ̃T θ̃ (33)

k2η̃ν2 ≤
τ

2
ν2

2 +
k2

2
τ

η̃2 (34)

ν2s2ξr
2 ≤

s2

1 + r
|ν2|1+r +

s2r
1 + r

|ξ2|1+r (35)

Then,

V̇2 ≤ −(k2 −
τ

2
)ν2

2 − J(ψ)ν1ν2 −
s2r

1 + r
νr+1

2 +
σ

k2
θ̂θ̃ +

2
τ

θ̃T θ̃ +
k2

2
τ

η̃2 +
s2r

1 + r
|ξ2|1+r (36)

According to (28) and (36), we have

V̇1 + V̇2 ≤− (k1 −
τ

2
)ν2

1 − (k2 −
τ

2
)ν2

2 −
s1r

1 + r
νr+1

1 − s2r
1 + r

νr+1
2

+
2J2(ψ)

τ
υ̃2 − σ

k2
θ̂θ̃ +

2
τ

θ̃T θ̃ +
k2

2
τ

η̃2 +
s1r

1 + r
|ξ1|1+r +

s2r
1 + r

|ξ2|1+r (37)

where σ
k2

θ̂θ̃ = − σ
k2

θ̃T θ̃ + σ
k2
|θ|2.

By Lemma 2, one has

(
σ

2k2
θ̃T θ̃)r+1 ≤ −r(

1
r + 1

)
r+1

r +
σ

2k2
θ̃T θ̃ (38)

Substituting (38) into (37), it yields

V̇1 + V̇2 ≤− (k1 −
τ

2
)ν2

1 − (k2 −
τ

2
)ν2

2 −
s1r

1 + r
νr+1

1 − s2r
1 + r

νr+1
2 − σ

2k2
θ̃T θ̃

− (
σ

2k2
θ̃T θ̃)r+1 + δ (39)

where δ = 2J2(ψ)
τ υ̃2 + 2

τ θ̃T θ̃ +
k2

2
τ η̃2 + σ

k2
|θ|2 − r( 1

r+1 )
r+1

r + s1r
1+r |ξ1|1+r + s2r

1+r |ξ2|1+r.

For compensating system (18), choose

V3 =
1
2
(ξ2

1 + ξ2
2) (40)

Then, it follows that

V̇3 =− C1ξ2
1 + J(ψ)ξ1(x2,c − α1) + J(ψ)ξ1ξ2 − s1ξr+1

1

− C2ξ2
2 − J(ψ)ξ1ξ2 − s2ξr+1

2 (41)

by using Lemmas 2 and 4, we have

x2,c − α1 = o(Φγk )

J(ψ)ξ1(x2,c − α1) ≤
τ

2
ξ2

1 +
2
τ

J2(ψ)o2(Φγk ) (42)

Then it follows that

V̇3 =− (C1 −
τ

2
)ξ2

1 − s1ξr+1
1 − C2ξ2

2 − s2ξr+1
2 +

2
τ

J2(ψ)o2(Φγk ) (43)
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where C1, and C2 are the unknown positive constants to be designed. Then, we choose

V = V0 + V1 + V2 + V3 (44)

According to (13), (39), and (43), computing derivative of V yields

V̇ ≤ −M1V −M2Vr+1 + M3 (45)

in which

M1 = min{λ0, k1 −
τ

2
, k2 −

τ

2
, C1− τ

2
, C2}

M2 = min{R0, s1, s2
s1

1 + r
,

s2

1 + r
}

M3 = (‖P‖2 +
σ

k2
)‖θ‖2 + ‖p‖2ε2 +

1− β

2
+

k2
2

τ
‖η̃‖2

+
2J2(ψ)

τ
(υ̃2 + o2(Φγk )) +

2
τ

θ̃T θ̃ − r(
1

r + 1
)

r+1
r (46)

Furthermore, (45) is equivalent to the following inequality

V̇ ≤ −ΘM1V − (1−Θ)M1V −M2Vr+1 + M3 (47)

where 0 < Θ < 1. If V > l
(1−Θ)M1

, then V̇ ≤ −ΘM1V −M2Vr+1.

From Lemma 1, νk, ξk and θ̃ will converge into

(νk, ξk, θ̃) ∈ {V ≤ l
(1−Θ)M1

} (48)

in finite time T1 ≤ 1
ΘM1(r+1) ln ΘM1Vr(0)+M2

M2
. When Vr+1 > l

(1−Θ)M2
, it follows that

V̇ ≤ −M1V −ΘM2Vr+1. Similarly,

(νk, Ξk, θ̃) ∈ {V ≤ (
l

(1−Θ)M2
)

1
r+1 } (49)

in finite time T2 ≤ 1
M1(r+1) ln M1Vr+1(0)+ΘM2

ΘM2
.

Therefore, the finite-time semi-globally uniformly ultimately boundedness of all sig-
nals νk, ξk, θ̃ in the closed-loop system is guaranteed.

It follows that ν1, ξ1 will converge into the region

{|ν1|, |ξ1|} ≤ min

{√
2l

(1−Θ)M1
,

√
2(

l
(1−Θ)M2

)
1

r+1

}
(50)

in finite-time T = max{ 1
ΘM1(r+1) ln ΘM1Vr+1(0)+M2

M2
, 1

M1(r+1) ln M1Vr+1(0)+ΘM2
ΘM2

}. For t ≥ T,
z1 finally, reaches to

|z1| ≤ |ν1|+ |ξ1| ≤ min

{
2

√
l

(1−Θ)M1
, 2

√
2(

l
(1−Θ)M2

)
1

r+1

}
(51)

This means that the output tracking error z1 can be regulated arbitrarily small within
a finite time T on the choice of the appropriate parameters.

According to the above proof, it is obvious that |η| ≤ |ν1|+ |ξ1|+ |Xd|, so that, η is
bounded. From the expression of (21), we can obtain that α1 is a function containing J(ψ), z1,
Ẋd, and v1. It means that α1 is bounded. Similarly, |υ̂| ≤ |ν2|+ |ξ2|+ |X2.c|. From Lemma 4,
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we can obtain that |X2,c − α1| is bounded; therefore, |υ̂| is obviously bounded. We know
that υ = υ̂− υ̃, then it follows that υ is bounded. τ is a function containing z2, Ẋ2,c, J(ψ),
z1, ν2, θ̂, and φ(v̂). From Lemma 3, we know that τ is bounded. Thus, the boundedness of
all signals is proved.

Remark 5. In traditional backstepping design, the real controller is obtained by repeatedly differen-
tiating the virtual controller. Due to the coupling structure, direct derivation will make the controller
structure of the AUV very complicated. The derivation of the virtual control law with coupling
structure is avoided by means of introducing a command filter. However, the introduction of filters
will inevitably produce filtering errors, which will reduce the tracking and control performance of
the AUV. In view of this, a new filter compensation scheme is considered in this paper that can
eliminate the filtering error while satisfying the finite-time boundedness requirement.

4. Example

A three-degree-of-freedom all-wheel-drive AUV simulation is used to verify the
feasibility of our controller and filter design. This AUV, depicted in Figure 1, performs
standard circular maneuvers at constant depth with the major parameters shown below,
and other model parameters taken from [47]:

M =

m11 0 0
0 m22 0
0 0 m33

, C(υ) =

 0 0 −m22v
0 0 m11u

m22v −m11u 0

,

D =

Xu + Xu|u||u| 0 0
0 Yv + Yv|v||v| 0
0 0 Nr + Nr|r||r|


where

m11 = 25.8 kg, m22 = 33.8 kg, m33 = 2.76 kg, Xu = 12 kg/s, Yv = 17 kg/s,

Nr = 0.5 kg ·m2/s, Xu|u| = 2.5 kg/s, Yv|v| = 17 kg/s, Nr|r| = 0.1 kg ·m2/s,

The desired trajectory of AUV is

xd = 5 sin(0.1t)

yd = 5− 5 cos(0.1t)

ψd = arctan(
ẏd
ẋd

)

The main parameters are as follows: K1 = 10, K2 = 50, m = 35, C1 = C2 = 30, k1 = 15,
k2 = 30, r = r2 = 30, s1 = s2 = 1, r = 0.6, ρ = 1, d = 0.1 sin(t), x(0) = 0.5 m, y(0) = 0.5 m,
ψ(0) = 0.25 πrad, u(0) = v(0) = 0.1, r(0) = 0.3 rad/s.

Figure 2 is the expected and actual trajectories of AUV in the geodetic coordinate
system. Figure 3 shows the desired and actual positions of the AUV. Figure 4 is the
duration curve of the expected yaw angle and the actual yaw angle. Figures 5–7 show
the observations of AUV’s forward velocity u, v, and yaw angular velocity r. In Table 2,
more details of the distance of the AUV from the intended trajectory are shown. It shows
that the tracking error converges within a small domain around zero. It is obvious that
the designed observer can well observe each component of the actual velocity vector. It is
obvious that the designed controller can complete the tracking task in a finite time. Our
control algorithm is effective.
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Table 2. The position tracking error.

Time/s 0 1 2 3 4 5

Error/m 0.707 0.083 0.083 0.055 0.042 0.037

Time/s 10 20 30 40 50 60

Error/m 0.032 0.010 0.011 0.002 0.024 0.010

Figure 2. The actual trajectory and reference trajectory.

Figure 3. The actual and expected position.

Figure 4. The actual and expected position yaw angle.
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Figure 5. The observer estimation of yaw angular velocity.

Figure 6. The observer estimation of forward velocity.

Figure 7. The observer estimation of lateral velocity.

Further, an experimental comparison with [48] is used to demonstrate the effectiveness
of our controller design. Here, we use a new initial position parameter x(0) = 1 m,
y(0) = 2 m, ψ(0) = 0.25 πrad and keep the other parameters unchanged. We illustrate
the robustness of the controller design using root mean square error (MSE) calculations.
Without considering the effect of input saturation, the designed controller outperforms
the controller in [48] using the same starting point and the same parameters. The MSE in
Table 3 represents the tracking performance of the two controllers. Figure 8 indicates that
the two controllers have different tracking performance.
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Table 3. Tracking performance comparison of MSE.

MSE This Article [48] Improvement

X(m2) 0.0427 0.0611 30.11%

Y(m2) 0.565 0.0584 3.25%

ψ(rad2) 0.0463 0.0883 47.57%

Figure 8. The trajectory in XOY plane.

5. Conclusions

The finite-time tracking control of AUVs in complex marine environments has been
studied in this paper. The nonlinear dynamics model of the AUV has been established.
According to the characteristics of the AUV, the influences of external disturbance, the de-
termination of model parameters, and unknown vehicle velocity on the design of the
AUV controller have been considered. Neural networks are utilized to estimate the dis-
turbances and parameter uncertainties and eliminate their effects on the controller design.
The forward, lateral, and yaw angular velocities of the vehicle have been approximated by
constructing a state observer, which reduces the use of speed sensors, lowers the manufac-
turing cost of the vehicles, and improves the lifetime of the vehicle. The command filter
has been introduced to reduce the number of deviation calculations in the design process,
simplify the controller structure, reduce the calculation amount of the embedded computer
in the AUV, reduce power consumption, and increase the cruise time of the AUV. Due to
the size and cost constraints of the AUV, our future work will aim to simplify the controller
structure, reduce the controller communication frequency, and optimize the thruster output
power distribution in order to reduce power consumption and increase the efficiency ratio
of the AUV.
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