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The Autonomous Underwater Glider (AUG) is a kind of prevailing underwater intelligent internet vehicle and
occupies a dominant position in industrial applications, in which path planning is an essential problem. Due to the
complexity and variability of the ocean, accurate environment modeling and flexible path planning algorithms are
pivotal challenges. The traditional models mainly utilize mathematical functions, which are not complete and
reliable. Most existing path planning algorithms depend on the environment and lack flexibility. To overcome
these challenges, we propose a path planning system for underwater intelligent internet vehicles. It applies digital
twins and sensor data to map the real ocean environment to a virtual digital space, which provides a compre-
hensive and reliable environment for path simulation. We design a value-based reinforcement learning path
planning algorithm and explore the optimal network structure parameters. The path simulation is controlled by a
closed-loop model integrated into the terminal vehicle through edge computing. The integration of state input
enriches the learning of neural networks and helps to improve generalization and flexibility. The task-related
reward function promotes the rapid convergence of the training. The experimental results prove that our rein-
forcement learning based path planning algorithm has great flexibility and can effectively adapt to a variety of
different ocean conditions.
1. Introduction

The ocean occupies the vast majority of the earth and plays a pivotal
role in the entire ecology. The diversity of marine life helps maintain the
stability of the biosphere and the ocean environment provides inex-
haustible resources for human society. It is of great significance to the
protection and rational development of the ocean. With the development
of intelligent devices and Internet of Things (IoT) technology, people are
committed to constructing a smart ocean system [1] and Internet of
Underwater Things (IoUT) [2]. Among the numerous underwater intel-
ligent internet vehicles, the Autonomous Underwater Glider (AUG) pre-
sents unique superiorities, large scale, low cost, and long endurance. It
has become a favorable tool for ocean exploration and has been widely
used in many industrial applications [3,4]. Path planning is the basis of
extensive applications [5], which specifies an optimal path according to
the characteristics of the specific task, such as collision-free or minimum
time consumption.

The path planning system includes two steps: establishing an envi-
ronment model, which summarizes the physical characteristics of the
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environment, and designing a path planning algorithm, which satisfies
the application requirements. There are several common models to
describe the environment. For example, the grid method divides the
physical world into regular grids and uses coordinates to indicate the
location of entities. The Voronoi diagrams method abstracts the envi-
ronment as a mathematical geometric figure and divides it into different
areas based on distance. At present, many path planning algorithms have
emerged, such as Dijkstra algorithm [6], A* algorithm [7], D* algorithm
[8], which search for the shortest path based on the global information.
However, there are some defects, such as high complexity, poor flexi-
bility, and unstable performance. Some other intelligent simulation al-
gorithms imitate organisms in nature and learn from their structure,
group behavior or evolutionary mechanism, such as Ant Colony Opti-
mization (ACO) [9], Particle Swarm Optimization (PSO) [10], Genetic
Algorithm (GA) [11]. Although they have made great progress in flexi-
bility, they are facing other challenges, local optima, time consumption,
computational burden, and so on.

Recently, artificial intelligence and data-driven applications have
become the mainstream trend of modern industry [12,13]. With the rise
May 2022
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of the concept of Industry 4.0, which advocates exploiting information
and digitization to promote the industrial revolution, we resort to
emerging digital technologies to solve the current dilemma [14,15].
Digital twins is a major digital technology and presents great superiority
in industrial manufacturing [16], engineering control [17], smart city
[18] and other fields. It constructs a virtual digital space that completely
replicates the real world so that events can be simulated in it. The virtual
space of digital twins reduces the gap between the simulation and the real
world, so it is more complete and reliable. Edge computing is another
burgeoning technology, in which the response services are provided by
terminals close to the data source. Thus, edge computing is conducive to
promoting digital implementation rapidly, efficiently, and has good
prospects in Industrial Internet of Things (IIoT) [19], resource scheduling
[20], intelligent terminals [21,22], etc. In addition, a new machine
learning paradigm, reinforcement learning, has attracted our attention
with its good performance in robot control [23], resource allocation [24],
intelligent transportation [25], etc. It imitates the way human beings
have mastered skills from scratch, and has good strong learning capa-
bilities, flexible adaptability, and convenient realization. These emerging
digital technologies and methods provide us with a new solution to the
intelligent underwater vehicle path planning system.

In the industrial practice, the underwater intelligent internet vehicles
are distributed to specific sea areas to autonomously detect marine in-
formation and are controlled by the central cloud as Fig. 1. To plan the
optimal path for each AUG, there are many challenges.

1. Environmental completeness. The motion of AUG is largely depen-
dent on ocean conditions, which is a combined result of multiple
factors and is difficult to predict, such as the currents and waves.
Under extreme conditions, AUG may be damaged or lost, causing
economic losses. It is of practical significance to completely describe
the ocean environment and then simulate the planned route. How-
ever, most of the existing work mainly uses simple mathematical
function models, which lack authenticity and reliability.

2. Communication interference. Considering the limitations of physical
constraints and economic benefits, the underwater intelligent
internet vehicles usually adopt the acoustic signal for information
transmission. But the acoustic signal is easily affected by the back-
ground noise and echoes, which cause serious interference to the
information transmission between the terminal AUG and the central
cloud.

3. Algorithm flexibility. The distinguishing feature of the ocean envi-
ronment is uncertainty. Traditional path planning algorithms rely on
exact environmental models. When environmental elements change,
they cannot adapt and even cause performance degradation. The
uncertainty of the marine environment puts forward higher re-
quirements for the flexibility of the underwater intelligent vehicle
path planning algorithm.
Fig. 1. AUG path planning controlled by cloud.
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To solve these problems, we propose a digital twins enabled under-
water intelligent internet vehicle path planning system, which exploits
edge computing and reinforcement learning. First of all, it integrates the
real ocean information from sensors, including topography, currents,
etc., and uses the grid method to construct a completely virtual space,
which is a digital mapping of the real ocean environment. Then we
design a motion function to describe the simulated motion of underwater
vehicles at the combined action of dynamic system and ocean conditions.
The simulation environment models are deployed in the terminal vehi-
cles to control the process of autonomous path planning through edge
computing. A closed-loop model responds to sensor data to control the
simulation process. Finally, we design the value-based reinforcement
learning algorithms to plan the optimal path. The well-designed reward
function utilizes the relative position information and the current char-
acteristics to guide the underwater vehicles to move quickly towards the
target points.

The main contributions of our work are as follows.

1. We construct a virtual digital space with the sensor data, which is a
mapping of the real ocean. A motion function describes the motion of
the AUG under the combined action of the internal dynamic system
and the external environment. This complete digital virtual space
provides a real and reliable environment for underwater intelligent
internet vehicle path planning algorithm.

2. A data-driven response is deployed on the terminal AUG, which is
responsible for regulating data collection, processing, modeling, and
planning. There is no need for centralized control of the cloud, which
avoids transmission loss and improves the efficiency of the path
planning system.

3. We propose a flexible AUG path planning method using the value-
based reinforcement learning algorithm. The state space integrates
location information and sensor data, and sufficient feature input
effectively improves the generalization ability of the network. The
reward function combines time and space information, which speeds
up the learning rate and improves accuracy.

The rest of this paper is organized as follows. We introduce the
background knowledge in Section 2. The methodology of our system is
explained in Section 3. Section 4 analyzes and discusses the experiments
in detail. In Section 5, we introduce related work and summarize our
work in Section 6.

2. Background knowledge

2.1. Underwater intelligent internet vehicle path planning

AUG is a new type of ocean observation platform equipped with a
variety of sensors for collecting basic ocean data, mapping seabed
topography, and detecting underwater resources. The remarkable feature
of AUG is low energy consumption, whichmoves under the joint action of
the internal power system and external environment. It obtains the
driving force by adjusting the center of gravity and net buoyancy to float
and dive alternately, so that its path is zigzag. The AUG communicates
with the ground base station through the acoustic signal, receives the
control signal from the cloud, and adjusts the attitude according to the
path planned as Fig. 1.

The environment plays a pivotal role, especially the currents, which
provide external impetus. Ideally, following proper currents will quickly
reach the target point; conversely, extreme conditions will cause equip-
ment damage or even loss, resulting in economic losses. Therefore, the
simulation of AUG path planning is of great significance, which can find
the optimal path and avoid the extreme situation. Existing studies usually
utilize simple models to build the marine environment. For example, the
typical two-dimensional current models V

�
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�
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Pðx; yÞ and P0ðx0; y0Þ represent the two-dimensional space and the center
position of the current vertex. λ and ξ are the hyper-parameters to adjust
the strength and radius of the current. The mathematical function fitting
ocean current ignores the physical constraints in the real scene. The
simulation environment from the single mathematical models is not
complete and lacks representation and reliability, resulting in a large gap
with practical application. Therefore, we introduce the digital twins into
the ocean environment modeling to map the physical world, which not
only constructs a more reliable simulation environment, but also pro-
vides real data support for path planning algorithm.
Fig. 2. The visualization of ocean environment model based on digital twins.
2.2. Reinforcement learning

Based on the idea of trial and error, reinforcement learning constructs
an agent, which imitates the human learning mechanism. Good behavior
obtains positive feedback, reward; bad behavior receives negative feed-
back, punishment. In particular, the reward is designed to be task-related.
Then the agent learns towards the direction of increasing mathematical
expectation of cumulative discount reward, so as to finally complete the
task. Reinforcement learning can be represented by the Markov Decision
Process model (MDP). It is a mathematical model of sequential decision-
making, which is used to simulate the random strategies and benefits that
an agent can achieve in a Markov environment. There are two basic
components: agent and environment, and five elements: status, action,
state transfer probability, reward, discount factor, which can be denoted
by 〈S;A; P;R; γ〉. The whole process can be summarized as follows. The
environment gives the initial state s0; the agent executes the action a0;
then the environment transfers to the next state s1 according to the
probability P and a0, and gives the feedback r1; and repeats the above
process until the end state sT, which means that the AUG has successfully
reached the target point. Such a process is called a round and forms a
trajectory, expressed as τ(s0, a0, r0, s1, a1, r1,…sT), in which (st, at, rt, stþ1)
is called a transition. Just as human beings learn from past experience,
reinforcement learning has an Experience ReplayD to store the historical
transition, which is also called experience. The corresponding discount
reward is

Gt ¼
XN

i¼t
γi�trt (3)

where N is the maximum number of states and γ is the discount factor.
During the training process, the agent updates the parameters in the di-
rection of maximizing the discount reward. Compared with the tradi-
tional path planning method, the mechanism of reinforcement learning
ensures an end-to-end learning process and outstanding flexibility.

3. Methodology

3.1. Virtual digital space

Based on digital twins, we construct a virtual digital space, which is
the mapping of the real physical world, and then carry out the motion
simulation of AUG in this virtual space. The ocean is a comprehensive
and complex three-dimensional environment, including seasons, climate,
ocean currents, topography, etc., which can be detected by sensors
attached to the terminal AUG. The study sea area is 142�E � 142.5�E,
11�N � 11.5�N, � 10000 M below the sea-surface. We use the grid
method to characterize the relevant factors and visualize this virtual
3

digital space as Fig. 2, including the corresponding currents, topography,
and other observation data. The blue arrows represent the currents, they
point to the directions of the current, and the lengths indicate the current
values. In practical applications, the virtual digital environment can be
updated in real-time according to the sensor data carried on the AUG. In
the virtual model, the ocean current presents the following characteris-
tics. With the rise and fall of the terrain, the current also presents the
characteristics of stratification. In addition, as the depth increases, the
current value will be significantly smaller. Digital twins realizes the
mapping between virtual digital space and real space, especially using
real data. Therefore, compared with the traditional methods, our system
shows great advantages in the representation and reliability of the
environment, which is the basis of the subsequent path planning
algorithm.

3.2. Terminal closed-loop interaction

Limited by poor communication conditions and network congestion,
cloud centralized control greatly reduces the efficiency of AUG path
planning. Edge computing migrates computing burdens from the cloud to
terminal devices, which utilize the local information. Therefore, based on
edge computing, we design a closed-loop interactive control model, in
which the data collection, processing, modeling, and planning are inte-
grated into the terminal AUG as Fig. 3. A virtual digital ocean environ-
ment space is constructed based on the ocean information data collected
by the sensors mounted on the AUG. The virtual space includes some
basic elements, starting point, present position, target point, and cur-
rents. Subsequently, AUG can implement a path planning algorithm to
find an optimal path. In the terminal closed-loop interaction, the agent
converts the observation information into the input state value s of the
reinforcement learning algorithm, expressed by

s ¼ ðP�PGoal;CpÞ (4)

The state s is a six-dimensional continuous vector, in which P(x, y, z) is
the present position, PGoal is the target point, and CP(cx, cy, cz) is the
current value of position P. Then, the agent issues motion control in-
structions, action a. Considering the motion characteristics of the AUG,
undulating zigzag shape, the action space a ¼ ½a1; a2� 2 A is divided into
two layers. a1 is a four-dimensional discrete vector indicating the di-
rection, along the longitude or latitude. a2 is a two-dimensional discrete
vector indicating the floating and diving. The environment receives the
actions given by the algorithm and gives feedback including observations
and rewards. The reward function R is closely related to the specific task.
To reach the target point quickly, R contains time, distance and goal
reward, as



Fig. 3. The closed-loop interaction integrated on the terminal AUG.
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R ¼ ϖ1rT þϖ2rD þ rGOAL (5)
1. Time Reward rT: MDP can be regarded as a sequential decision
problem. During the interaction between the agent and the environ-
ment, the AUG conducts the action, then the environment transmits to
the next state and gives feedback. Such a process forms a step and
repeats until arriving at the target point. Each step is performed at a
fixed time interval, so that the number of steps reflects the time of
simulation.

2. Distance Reward rD: The goal of the path planning task is to guide the
AUG to the target point, so the distance between the present position
and the target point is an important index to guide learning.

3. Goal Reward rGOAL: The ultimate goal of reinforcement learning is to
obtain the maximum cumulative discount reward. As mentioned
above, the task of path planning is to reach the target point. There-
fore, the target point should be the most attractive to the agent, and
reaching the target point will be given a huge positive reward rGOAL.

This closed-loop interaction is integrated on the terminal AUG based
on edge computing, which significantly reduces the transmission cost of
communication with the cloud. In addition, the low-delay of information
meets the real-time requirements of path planning.

3.3. Path planning algorithm

For the terminal AUG, it is necessary to plan an optimal path to the
destination combined with the sensor data. The traditional path planning
algorithm is highly dependent on the environment, resulting in poor
flexibility. When the environment changes, it needs to rebuild the map,
which is time-consuming and laborious. Therefore, with the advantage of
reinforcement learning, we design a path planning algorithm based on
DQN [26]. It's an end-to-end way of learning, updating using the expe-
rience from the Experience Replay. A neural network outputs the pre-
dictive value of the action directly. As we mentioned above, the input is a
six-dimensions continuous vector, and the output is a discrete vector.
Therefore, we choose the fully connected network, followed by the ReLU
activation function, which has a good nonlinear fitting ability for the
state transition relationship of the environment, as
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θkþ1 ¼ ϖkθk þ σk (7)
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θk ¼ ðθk1; θk2;…; θknk Þ
T
denotes nk neuronal nodes of layer K, and θkþ1 ¼

ðθkþ1
1 ; θkþ1

2 ;…; θkþ1
nkþ1 ÞT denotes nkþ1 neuronal nodes of layer K þ 1. ϖk is a

matrix of nkþ1 times nk, and σk ¼ ðςk1; ςk2;…; ςknk Þ
T is the weighting bias

term of neuron nodes, as a nonlinear factor.
The specific flow of the algorithm is as Algorithm 1. Firstly, we

randomly initialize two fully connected neural networks, Current
network NC(s, a; θC) and Target network NT(s, a; θT), θT ¼ θC, and
establish a Experience Replay D. Secondly, in each round, the virtual
digital space is established, and the closed-loop controls the path simu-
lation in terminal AUG. Based on the reinforcement learning, the agent
selects action and the environment moves to the next state and gives
reward. A simulation round interaction information forms a trajectory
τ(s0, a0, r0, s1, a1, r1, …starget), and pieces of experience (st, at, rt, stþ1) are
stored into the Experience Replay. Thirdly, the Current network updates
by a minibatch of experience in the Experience Replay. The target of
updating is the estimated value given by the Target network as (8). The

parameters of network nodes θk ¼ ðθk1; θk2;…; θknk Þ
T
are updated by

yt ¼ rt þ γmax
a

NT ðstþ1; a; θTÞ (8)

θC;tþ1 ¼ θC;t þ α½yt � NCðst; at; θC;tÞ�rNCðs; a; θC;tÞ (9)

There are two neural networks in DQN. The Current network
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makes decisions, and the Target network gives updating targets. How-
ever, the Target network always chooses the action with maximum value,
which inevitably leads to overestimation. Therefore, Van et al. [27]
improved it and proposed the Double Q-learning algorithm, which does
not select the next optimal action by the Target network, but replaces it
with the Current network as Algorithm 2. The separation of action se-
lection and value estimation ensures the independence of updating tar-
gets. The two networks provide the action and the estimated value
respectively, which further ensure the stability of learning. Moreover,
there is another improvement in network structure, Dueling DQN [28]. It
outputs two branches, respectively estimating the next state and action
values as Algorithm 3. The separation of the action value and the state
value estimations accurately reflects the influence of action selection.
This independent network structure further improves the accuracy of
value estimation and speeds up the training. The Algorithm 4 Double
Dueling DQN combines these two improvements. For one thing, the next
action is determined by the Current network; for another thing, both the
Current network and the Target network are split into two branches to
estimate the state value and action value, respectively. Therefore, Double
Dueling DQN inherits the advantages of both at the same time.
4. Experiments

4.1. Basic settings

The study sea area is 142�E � 142.5�E, 11�N � 11.5�N, � 10000 m
below the sea-surface, and the data sets are download from the National
Marine Data Center. Based on the digital twins, we construct a virtual
space of a 3D ocean environment to map the real sea area. We apply the
grid method to divide the 3D ocean environment into a grid space of 40
� 40 � 40, in which the agent can explore and plan the path. The total
number of rounds of training is 5000, and the maximum number of
exploration steps per round is 1000. For action selection, the agent has
the probability δ of random action, which encourages to explore more
possibilities and avoids falling into local optimization. With the increase
of the number of rounds, agent accumulates pieces of experience and
learns some policies. There is a problem with exploration and exploita-
tion in reinforcement learning. Exploration means that the agent takes a
random action to find more unknown situations; exploitation refers to
choosing the action based on the historical experience. More exploration
5

will reduce the learning rate, but more exploitation will cause local
optimization. Therefore, we design an exploration-decay strategy to
balance this dilemma. Specifically, with the increase in experience, the
probability of exploration decreases as

δt ¼ δT þ ðδ0 � δT Þe
�

t
ω

	
(10)

in which δ0 is the maximum exploration, δT is the minimum exploration,
and ω is the adjusted frequency. t is a global controller, which increases
cumulatively throughout the training process.

We implement these four reinforcement learning path planning al-
gorithms on Ubuntu 20.04 in python 3.7. They have the same default
parameters. The capacity of Experience Replay is 217, reward discount
factor γ ¼ 0.99, learning rate α ¼ 10�4.

We use the learning objective, reward of every round in (5), to
measure the performance of the algorithms. We use the number of steps
and the length of the path as evaluating indicators to compare paths.
Because of the fixed time interval for step of every interaction, the
number of steps reflects the time consumption of simulation. For a tra-
jectory, the historical positions are P0, P1, P2 … PT, so the length of this
path is calculated as

Length ¼
XT�1

i¼o

kPi � Piþ1k2 (11)

4.2. Neural network parameters

We design a reinforcement learning based path planning algorithm,
and use the deep neural network to realize the end-to-end training. The
parameters of neural network play an important role in the performance
of the algorithm. Appropriate parameters can maximize the effect of the
algorithm. Therefore, it is necessary to determine the value of network
parameters first. The details are as follows.

4.2.1. Network width
As mentioned above, the input of the neural network is a six-

dimensional continuous vector, but the output is a discrete vector. In
essence, deep reinforcement learning is to use a neural network to
quickly fit the optimal strategy of the agent in the state transition of an
unknown environment. We choose the fully connected network to
characterize the mapping relationship between the input and the output.
Deep layers of the neural network increase the training cost and time
consumption. Usually, the neural network of 3–5 layers is suitable. We
choose a three-layer fully connected neural network. The width of the
network is the number of neurons of a single layer. The more neural
nodes, the stronger the nonlinear ability and characterization ability of
the features. However, more nodes will increase the complexity of the
network and the difficulty of training. Appropriate network width can
not only represent and transfer information completely, but also reduce
the training complexity. We compare four different network widths.
Fig. 4 records the training results. The small width can not completely
summarize the effective input characteristics, so that the neural network
can not converge as Fig. 4(a) and (b). When the network width increases
to 64, the network has sufficient expression ability. With the increase of
training rounds, the reward gradually converges and stabilizes at the
maximum value. However, when the network width continues to in-
crease, the complexity increases, resulting in large variance and unstable
performance as Fig. 4(d). Therefore, the optimal width of the network is
64, which is better suitable for our task.

4.2.2. Minibatch size
In the process of training, the agent periodically samples a minibatch

of experience from the Experience Replay to calculate the target values
for gradient updating of neural network parameters. The number of
samples affects the speed of training and convergence, so it is a critical



Fig. 4. The results of network width.
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parameter for training speed. Small size leads to a decrease in the total
number of training samples, which makes the neural network unable to
extract enough useful information from limited samples. On the contrary,
Fig. 5. The results

6

a large size increases the burden of the network, so that the neural
network can not deal with many mappings at the same time, causing a
large variance. Therefore, the size of minibatch should match the
of minibatch.
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characterization ability of the network. We compare four different sizes
in Fig. 5. There is randomness in the action exploration of the agent, and
the probability of exploration is large in the early stage. Fig. 5(a) and (b)
show two types of failure due to few training samples. In Fig. 5(a), the
agent initially explores a better path randomly and obtaines a high
reward. However, due to the small number of samples and the large gap
between samples, the training result is unstable. On the contrary, large
samples are incompatible with the characterization ability of the
network, which will cause large variance as shown in Fig. 5(d). On bal-
ance, we choose the minibatch size of 64 that matches the representation
ability of the neural network.

4.2.3. Update time
Update time represents the number of training for a fixed strategy. For

each update, the agent will randomly collect a minibatch of experience
for training. Before and after the update, two agents with different neural
network parameters are used to collect samples. When the number of
updates is not enough, the strategies of the two agents are similar, which
will cause the generated trajectory samples to be highly repetitive, the
early learning speed is slow, and even the appropriate path cannot be
explored. When there are too many update times, the difference between
the two agents increases, resulting in an increase in the distribution
divergence of the trajectory, and it is impossible to learn beneficial
knowledge from the previous samples. As a result, the learning target is
unstable and the variance is too large. We compare four different update
times in Fig. 6. Fig. 6(a) and (b) have the similar results. Due to the small
difference between strategies, the network parameters are not stable in a
good strategy, so there is a large jitter in the training process. Compared
with Fig. 6(d) and (c), which has smaller variance and faster learning
rate, so we choose 128 update times.

From these comparative experiments, we determine the optimal
network parameters, which ensure the maximum performance of the
neural network.
Fig. 6. The results o
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4.3. Effectiveness experiment

Based on the optimal parameters, we implement four algorithms to
verify the effectiveness of the reinforcement learning path planning al-
gorithm. For convenience, we uniformly use the grid coordinates in the
virtual digital space. The starting point is (0, 0, 40) and the target point is
(40,40,40). Fig. 7 shows the results of the reward during the training.
Due to the mechanism of exploration and exploitation in reinforcement
learning, random actions may achieve poor results, so the reward curve is
accompanied by deviation. In the beginning, the four algorithms can
randomly explore the path from the starting point to the target point, and
obtain a larger cumulative reward. However, overestimation brings a
bias to the learning of Deep Q-Learning, which results in drastic perfor-
mance degradation. Although the Double Q-Learning eases the over-
estimation to a certain extent, the simultaneous estimation of the state
and action leads to the inaccuracy and insensitivity of the value
f update times.

Fig. 7. The result of the training process.



Fig. 8. The simulation path in digital virtual space.

Fig. 9. The effect of intensity on step.

Fig. 10. The effect of intensity on length.
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estimation, and performance degradation occurs in the later stage.
Dueling DQN and Double Dueling DQN present good performance, and
the reward values not only converge quickly, but also remain stable.
Comparing Double Q-Learning and Double Dueling DQN, it is clearly
confirmed that the separation of network structure can significantly
improve the effect, with fast and stable convergence. Comparing Dueling
DQN and Double Dueling DQN, the two training curves are similar,
which shows that the effect of the double network is not obvious. The
separation of network structure can also alleviate the problem of over-
estimation. The reason is that the separation of state value and action
value effectively improves the accuracy of estimation. Fig. 8 visualizes
the simulation path of the Double Dueling DQN in the virtual space. In
this virtual grid space, the blue arrows represent currents; the green and
red dots represent the starting and target points respectively. The blue
dots denote the positions and form a zigzag path.

4.4. Different ocean environments

The remarkable characteristic of the ocean environment is uncer-
tainty. The movement of AUG will be disturbed by many factors, among
which the current has a great influence. The position of AUG is affected
by the current intensity and its own strategy. Therefore, when studying
the motion in different ocean environments, it is of great significance to
analyze the influence of current intensity. We design five different in-
tensities to compare the performance of the algorithms. The intensity
changes from 0.7 to 1.2, which indicates the relative velocity of the
current and itself.

Fig. 9 records the results of the step. With the increase of the current
intensity, the single-step motion range of AUG increases, so the total
number of steps to reach the target point should be reduced, showing a
downward trend. Deep Q-Learning and Double Q-Learning are rising as a
whole, indicating that they can not adapt to large intensity, resulting in a
decline in performance in the later stage. Dueling DQN and Double
Dueling DQN are relatively stable, and the latter canmaintain a relatively
stable effect under the condition of high intensity. Fig. 10 records the
results of length. Although the increase in intensity expands the range of
single-step motion and reduces the total number of steps, the relative
total path length will not change significantly. Therefore, a good algo-
rithm should maintain a stable path length. Deep Q-Learning and Double
Q-Learning suffer a large margin, but Dueling DQN and Double Dueling
DQN are more stable, and they are the better choices.

5. Related work

5.1. Digital twins

Recently, digital twins have attracted the attention of many in-
stitutions and scholars, and related researches have been carried out. For
one thing, digital twins have gradually led to the reform of the mode of
production. Tao et al. [29] comprehensively summarized the
state-of-the-art of the main applications of digital twins in the industry,
including its key components and the latest progress. Then, they pro-
posed the framework of Digital Twin-driven Product Design (DTPD)
[30]. To realize the share of simulation models, Hatledal et al. [31]
proposed an open-source co-simulation framework based on Functional
Mock-up Interface (FMI) and Remote Procedure Call (RPC) technologies,
which can be implemented independently of language and platform.
Mukherjee et al. [32] introduced digital twins in 3D printing
manufacturing, which reduced attempts, diminished defects, and short-
ened time. For another thing, digital twins are also coming into our
modern life. The smart city is one of the most important applications. For
example, Kent et al. [33] applied digital twins to city planning, proposed
a platform, City Blocks, based on virtual reality, and tested it with the
public. Francisco et al. [34] discussed on the base of the digital
twin–enabled urban energy management platforms to realize smarter
energy management by smart meter data streams. In Ref. [35], authors
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introduced a comprehensive information and communication technology
platform to better evaluate and develop the design, construction, and
performance of residential buildings. The application of digital twins is
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constantly emerging around us and has promoted the process of indus-
trial digitization. It narrows the gap between the real world and the
virtual world, which is the focus of many industrial applications.

5.2. Edge computing

In the digital society, the development of information technology has
brought exponential growth in data. Especially in the IoT and IoUT,
millions of terminal nodes produce a large amount of data every second,
which causes serious computing pressure on the central cloud and ca-
pacity demands on hardware equipment. As a new technical solution,
edge computing migrates data computing and storage from the central-
ized cloud to the distributed terminal devices, which effectively allevi-
ates the data dilemma [36]. Some key technical issues of edge computing
are also being concerned. For example, Li et al. [37] investigated the
problem of Content Caching (CC) and User Association (UA) for edge
computing. Goudarzi et al. [38] studied the deployment of applications
to save the running time and energy consumption under the condition of
limited computing resources. Xia et al. [39] were concerned with the
Mobile Edge Computing (MEC) and Energy Harvesting (EH) and pro-
posed an online distributed optimization algorithm to enable efficient
management of computing resources. Li et al. [40] studied the Edge Data
Integrity (EDI) problem. They designed an approach to examine the
cache data and locate the damaged data. Chen et al. [41] focused on the
practical and challenging situations, and they proposed an asynchronous
federated learning scheme that effectively solves the heterogeneous re-
sources and unstable communications. Based on edge computing, our
system completes autonomous path planning in the terminal AUG, which
further reduces the computing pressure in the cloud and reduces the
interference caused by unstable data transmission.

5.3. Reinforcement learning

Reinforcement learning is a new machine learning algorithm. At first,
reinforcement learning is mainly used in games. For example, AlphaGo
[42] based on reinforcement learning algorithm has been able to reach
the level of human players through self-learning, or even overcome. In
large-scale Real-Time Strategy (RTS) games, reinforcement learning can
achieve good performance, such as StarCraft II [43], MOBA [44]. Then
reinforcement learning expands to more fields. For example, Ni et al. [45]
proposed a dynamic game solution in smart grid security area. Xiao et al.
[46] used reinforcement learning in the recommendation system to
improve the quality of recommendations and protect user privacy. In
addition, there is a Multi-Agent Reinforcement Learning (MARL), of
which the number of agents is more than one. Zhang et al. [47] proposed
a cooperative MARL algorithm, Policy Gradient Potential (PGP), to find
the optimal joint policy with maximum global reward. Chu et al. [48]
found the solution for Adaptive Traffic Signal Control (ATSC) in complex
urban traffic networks by MARL. Reinforcement learning does not need
to provide a large number of prior data just through trial and error
learning. Autonomous learning endows the agent with good flexibility.
The neural network used in deep reinforcement learning avoids the
cumbersome manual feature design by providing an end-to-end learning
method. With the above significant advantages, reinforcement learning
has been applied in many fields, so we exploit it to provide a stable and
optimal path in our system.

6. Conclusion

In this paper, we propose a digital twins enabled path planning sys-
tem for the underwater intelligent internet vehicle. First of all, it con-
structs a virtual digital space that maps the real 3D ocean environment
through the real sensor data. The simulation environment based on the
digital twins narrows the gap with practical industrial application and
makes up for the lack of completeness, including all-around ocean in-
formation such as topography, currents, and waves. Then, a terminal
9

closed-loop control model based on edge computing is integrated into
each underwater vehicle to control the simulation process of path plan-
ning. This terminal response closed to the sensing data effectively avoids
the interference of acoustic signal transmission and reduces the
computing pressure on the cloud. Finally, we design and compare the
value-based reinforcement learning algorithms for AUG path planning.
The end-to-end learning method has good flexibility and can adapt to the
complex and uncertain underwater environment. The well-designed state
input and parameter architecture help to accelerate the neural network
convergence and find the optimal path. This paper solves some diffi-
culties in the underwater intelligent internet vehicle path planning,
which lays a foundation for further industrial realization. In the future,
we will exert ourselves to meet more challenges, such as the cooperation
between multiple underwater intelligent internet vehicles for more
complex underwater tasks.
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