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Abstract—Deep learning-based techniques have gained un-
precedented success for object detection tasks. The state of the
art object detection accuracy and robustness have been achieved
by Faster R-CNN framework based algorithms. However, no
attempts have been made to detect seagrasses from underwater
images mostly due to lack of labelled ground truth dataset, and
additional challenges imposed by underwater photographs and
low boundary differences among the seagrass and surrounding
vegetation. We have created a dataset consisting of 2,699 un-
derwater images of Halophila ovalis (one of the common type
of seagrasses from Indo-Pacific saltwater environments [1]). We
have labelled the seagrass and implemented Faster R-CNN based
object detector to detect them from underwater images. We have
used Inception V2 network in the Faster R-CNN pipeline and
found, this network showed a high mean average precision (mAP)
of 0.3464 on laboratory images only, and 0.261 on a test set
consists of both field and laboratory images.

Index Terms—Halophila ovalis, Seagrass, Object detection,
Faster R-CNN, Inception V2, mAP.

I. INTRODUCTION

Seagrasses are found in intertidal and subtidal marine waters
and provide a wide range of important ecological services,
including stabilising the seafloor and providing sources of food
and habitat for marine invertebrate and vertebrate species [2].
Therefore, monitoring seagrass meadows and their health can
help to asses the marine eco-system health [3]–[6].

The first stage of seagrass monitoring is detection and map-
ping from different image types such as satellite remote sensor
based spectral images [7], [8], acoustic images [9], underwater
video images [10], spatial [11], [12] and underwater digital
images [13], [14]. For close monitoring of seagrass distribu-
tions, their health, change of percentage coverage overtimes,
underwater digital images are preferred by the marine ecology
research community [15].

Machine learning-based approaches are widely used for
seagrass classification. Yamamura et al. [16] used otsu classi-
fier, Pizarro et al. [17] used bag of features based maximum
likelihood classifier (MLC), Massot-Campos et al. [18] used
logistic model tree (LMT), random forest (RF), and multi-layer
perceptron (MP), Jalali et al. [14] used scale-invariant feature
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transform (SIFT), support vector machine (SVM), hierarchical
max (HMAX), and colour-quantisation hierarchical max (CQ-
HMAX), and Gonzalez Cid et al. [19] & Burguera et al. [20]
used SVM classifiers. However, all of these classifiers are
shallow machine learning-based classifiers, which are semi-
automatic and rely on handcrafted features. Moreover, all the
approaches were either coverage estimation [16] or mere clas-
sification of seagrass patches from surrounding environment
[14], [17]–[19] not detection of specific seagrass species from
the underwater image frames.

In recent years, deep learning has created a significant
improvement in object detection and classification tasks for
hierarchical feature extraction and feature learning [21], [22].
Deep learning has successfully used for classification and
object detection of marine habitats (fish [23], [24], planktons
[25]–[28], corals [29], [30]) from underwater images. So far
deep learning techniques have not been used for seagrass
detection or classification from any dataset. In this paper, we
describe a method of detecting Halophila ovalis (a widely dis-
tributed seagrass of ecological significance) from underwater
images using Faster R-CNN (faster region-based convolutional
neural network) [31]. The main contributions of this paper are:

• Creation of a seagrass (Halophila ovalis) underwater
image dataset with expert annotation.

• Finding a CNN based Faster R-CNN model for Halophila
ovalis detection.

• Training the model to create a Halophila ovalis detector
and evaluating its performance.

The rest of the paper is organised as follows. The back-
ground of deep neural networks, especially R-CNN networks,
are described in section II. Section III describes the method-
ology of the research work, section IV illustrates the results
and discussions, and finally, section V draws a conclusion and
provides future research directions.

II. BACKGROUND

For the last half-century or more, researchers aimed to
allow computers and computer-based systems to model our
world well enough to exhibit what is called intelligence [32].
To be intelligent and to act smart enough, computers need
to learn from a large amount of data around the world
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implicitly or explicitly just like the human race learn from
surrounding environments. Machine learning, especially deep
machine learning architectures have become the matrix for
the computer to be intelligent. Deep learning, which is also
known as deep structured learning, hierarchical learning or
deep machine learning is an artificial neural network (ANN)
based system with multiple hidden layers of units between
the input and output layers, where this extra layers enable
composition of features from lower layers, giving the potential
of modelling complex data with fewer units than a similarly
performing shallow network [32], [33]. For this reason, deep
ANNs have gained unprecedented success in digital image
processing [32].

A. Faster R-CNN Based Object Detection

The latest addition to the CNN based object detection
technique after R-CNN and Fast R-CNN is named Faster
R-CNN. Fast R-CNN is faster than R-CNN but was not
able to achieve real-time detection for video data using deep
neural networks. Both R-CNN and Fast R-CNN are based
on the concept of calculating region proposals which act as
the tailback. Finding regions of interest in both R-CNN and
Fast R-CNN depends on selective search method that uses
the greedy algorithm to merge superpixels based on low-level
features, which is a slow operation [34]. To overcome this
tailback, Ren et al. [35] proposed region proposal networks
(RPN) that share CNN layers with the same network for object
detection [36]. Overview of object detection with Faster R-
CNN has been illustrated in Figure 1.

Fig. 1. An overview of object detection with Faster R-CNN. It is a single
deep network having two parts: RPN and classifier (taken from [35]).

A Faster R-CNN object detection network consists of two
parts: a fully convolutional deep neural network named as RPN

whose task is to propose regions of interests and a Fast R-
CNN detector [37] to classify the regions. Instead of using
the selective search method, an entire image of any size is
fed to the RPN. As an output, a set of the proposed region
and their objectness score is found [38]. The core idea of
Faster R-CNN is to create a shared CNN to avoid the two-stage
detection technique. Therefore, the RPN is created in Faster
R-CNN by adding some extra layers to the CNN of Fast R-
CNN architecture which performs regression simultaneously
to produce region proposal and the objectness score. For the
generation of region proposals from the convolutional feature
map, the RPN uses spatial window sliding technique. The
features are then fed through a box-regression layer and box
classification layer. For every sliding window location, RPN
predicts more than one region proposals. RoI pooling layer
of the network afterwards reshape the proposal boxes before
classification. Classification layers also predict the bounding
box offset values [35].

B. Faster R-CNN Based on Inception V2

Though the initial Faster R-CNN was based on VGG16
convolutional neural network, the detection accuracy have
been improved due to the extensive experimentation and
crafting of the architecture of the CNN’s and by increasing the
width and height of the network. On the series of improvement
for the object detection network, the new network code-
named ‘inception’ has gained the best and highest accuracy
in ILSVRC 2014. The name of this network is inspired by
the architecture named “network in network (NIN)” designed
by Lin et al. [39] and the internet meme “we need to go
deeper”. However, if the network depth increases, it drastically
increases the computational requirements and time. Whenever
two networks are chained together due to the increase of their
filter, their computation requirements increase quadratic way
[40]. This problem can be addressed by introducing sparsity
to the network and replacing the fully connected layers with
sparse ones [40], [41].

The whole architecture of a Faster R-CNN is built upon the
blocks of inception modules. There are two different types
of inception modules: the naive version (Figure 2) and the
dimension reduction version (Figure 3). While stacking up the
naive inception modules on top of each other, the dimension of
the networks increases significantly and make the architecture
expensive. After adding the pooling layers to the network, the
issue becomes even severe. This drawback has been solved
by the global use of dimension reduction technique before
the convolution operation with larger image patch. Thus the
network becomes even more extended and broader without
increasing computational complexities. Inception architecture
improves the speed three to ten times faster than other non-
inception architecture [40].

Inception v2 has been designed to increase the stability of
the network towards variations.Table I outlines the layers and
architecture of Inception V2. In V2, the conventional inception
module has been replaced by a slightly different set of modules



Fig. 2. The naive version of the Inception module (taken from [40]).

Fig. 3. Inception module with dimension reduction (taken from [40]).

described in [42]. This upgraded inception architecture has
performed well in coco dataset with an mAP of 0.28.

TABLE I
INCEPTION V2 ARCHITECTURE DESCRIBED IN [42]

Type Patch Size Input size
conv 3x3/2 299x299x3
conv 3x3/1 149x149x32

conv padded 3x3/1 147x147x32
pool 3x3/2 147x147x64
conv 3x3/1 73x73x64
conv 3x3/2 71x71x80
conv 3x3/1 35x35x192

3xInception N/A 35x35x288
5xInception N/A 17x17x768
2xInception N/A 8x8x1280

pool 8x8 8x8x2048
linear logits 1x1x2048

softmax classifier 1x1x1000

III. METHODOLOGY

The proposed approach for Halophila ovalis detection is
performed in three steps: data collection and pre-processing
network selection and training, and finally, evaluation of the
model. All these steps illustrated in Figure 4 are discussed as
follows.

A. Data collection

We have collected underwater images of Halophila ovalis
growing in shallow coastal waters of Western Australia and an

experimental facility at Edith Cowan University. Photographs
were taken using a Fujifilm X-T30 mirror-less digital camera
with XF 18-55mm F 2.8-4 R LM OIS lens. The camera with
the lens was encapsulated inside a compatible underwater
housing. Most of the underwater images from the natural
shorelines were collected from Dampier reserve, Mandurah,
Fremantle and Rottness island. Some images were collected
from Coral Bay and Exmouth areas. A small number of images
were collected from Lucky Bay, Milyu, Pelican Point and
Rocky Bay of Swan Canning area of Western Australia. All
of those data collection tasks were organised and performed
with the help of the Centre for Marine Ecosystems Research,
Edith Cowan University. A total of 499 images were selected
from all the field surveys to prepare the training and testing
datasets. The remainder of the images were discarded due to
the absence of Halophila ovalis, extreme blurriness, or low to
zero visibility.

A total of 2,200 images were collected from the aquaria at
the greenhouse facility. As the water inside the laboratory is
free from natural sedimentation, sun glint and microparticles,
these images are brighter than the natural images. However, as
the depth of the water was around six inches only, this close
distance of the plants from the camera lens created a challenge
of blurriness. These lab images are helpful to train the network
to recognise and detect Halophila ovalis in optimal condition
and also helpful to retrain on natural and real-life images.
Our final dataset contains a total of 2,699 images, which is a
combination of underwater images both from under laboratory
condition and real-life situation. We named this data set ECU
Halophila ovalis-1 (ECUHO-1). Some of the examples of the
datasets are shown in Figure 5.

B. Data labelling

All the images from both real and laboratory environments
are then labelled using ‘LabelImg’ software which is a python
based graphical image annotation tool. LabelImg uses Qt (an
open-source widget toolkit) to create a graphical user interface.
All the images are saved as ‘XML’ files with PASCAL VOC
format. The labelling interface is demonstrated at Figure 6.
This dataset can be treated as ground truth for underwater
Halophila ovalis images and can be used for future research
purposes.

C. Training Faster R-CNN Inception V2 Detector

For training the detector, we have divided the whole
ECUHO-1 dataset into the training set and testing set.
ECUHO-1 training set consists of 2,160 images, and the
testing set consists of 539 images (which is approximately
20% of the whole dataset). We built a separate dataset of a
total of 369 images containing 209 real (training set) and 160
laboratory images (testing set). We named this second dataset
as ECUHO-2. Inception V2 based Faster R-CNN detector was
trained in two separate training sessions using the training set
from ECUHO-1 and ECUHO-2. During the training session
with ECUHO-2, 2986 regions of interest (labelled bounding
box containing Halophila ovalis) were fed to the network.



Fig. 4. Block diagram of the proposed methodology

Fig. 5. Sample images from ECUHO-1: (a), (b), (c) are from the images
from natural environment, (d) is taken from laboratory environment

Fig. 6. Halophila ovalis labeling using labelImg tool

While training with the training set of ECUHO-1, 95,959
regions of interest were used. While feeding the images to the
network, all the images were re-sized to 1024x600 dimension.

For both the training sessions, at the initial input layer, the
height and width stride was kept 16. At maxpooling layer, the
kernel size was kept 2 with stride 2. For training, the batch size
was set to only one as the dataset contains images mostly with
high dimensions (6000x4000). Learning rate for the training
was set to 0.0002 with a total number of 200000 steps to
finish the training. The random horizontal flip operation was
performed to augment the image dataset, which helped to

increase the training and test accuracy and precision.
The training losses are listed for both the training sessions

of the detector in Table II. We can see the training loss for the
training session with the training set of ECUHO-1 is higher
than the training set of ECUHO-2 as the containing images
have significant differences in terms of clarity, size, shape
and colour of objects in the images. Moreover, the laboratory
images are affected by blurriness due to the closeness of
Halophila ovalis plants from the camera. So, while adjusting
and sharing the weights, the training loss grew higher.

Figure 7 visualises all the training loss graphs for the train-
ing session with ECUHO-2 training set. Throughout the whole
training period, the classification loss, classifier localisation
loss and RPN objectness loss dropped consistently. At the
end of the training, after 200k steps, the training classification
loss was 0.02, classifier localisation loss was below 0.02, and
RPN objectness loss was 0.005. The RPN localisation loss
fluctuated, but at the end of the training, it dropped to 0.04.
Also, the total training loss was less than 0.1.

Figure 8 shows all the training loss graphs for field images
(ECUHO-1 dataset). The Final training loss, box classifier loss,
classifier localisation loss, RPN localisation loss, and object-
ness loss are 0.91, 0.27, 0.34, 0.24, and 0.047 respectively.

Training time required for each step varied from 3.281
seconds to 3.176 seconds using single GPU of an 8 GPU deep
learning server called ‘Lambda Blade’ containing 8 NVIDIA
GTX 1080 Ti graphics processing units.

TABLE II
LOSSES FOR TRAINING ON ECUHO-1 & 2 DATASETS

Loss Type Loss Value
- ECUHO-1 ECUHO-2

Final total loss 0.9153 0.10
Final classifier classification loss 0.2761 0.02
Final classifier localization loss 0.3446 0.0201

Final RPN localization loss 0.24 0.04
Final RPN objectness loss 0.0473 0.0052

D. Performance Evaluation

Once the training was completed, the inception V2 based
Faster R-CNN object detector was tested and evaluated using
COCO detection metrics [43]. COCO detection metrics have
been developed to score the models participating in COCO
competition. Despite having several similarities with the Pascal



Fig. 7. Loss curves of training Inception V2 based Faster R-CNN detector
with training set of ECUHO-2: (a) Classification loss, (b) Classifier localisa-
tion loss, (c) RPN localization loss, (d) RPN objectness loss, (e) Total loss
and (f) clone loss

VOC [44], COCO metrics provides with additional pieces
of information such as mAP values at IoU (intersection
over union) ranging from 0.50 to 0.95, recalls and precisions
for large, medium, and smaller values and so on. For the
evaluation purpose, we used two separate testing sets from
ECUHO-1 and ECUHO-2. ECUHO-1 testing set contains 539
images from both field and laboratory collected images, and
ECUHO-2 testing set contains 160 images from the laboratory
facility. Both the testing sets were labelled with expert advice
and worked as ground truth for this evaluation task. The total
number of regions of interest in the ECUHO-1 testing set is
20,215, which was used to calculate precision and recall.

The ability of an object detector to identify only the target
object is called its precision. It is the percentage of the correct
positive prediction over the total detection. On the other hand,
recall is the percentage of the detected true positives with
respect to all the ground truths. It is the detectors ability to find
all the target objects. The mathematical expression of precision
and recall are (as described in [45]):

Precision =
TruePositive(TP )

TruePositive(TP ) + FalsePositive(FP )
(1)

Recall =
TruePositive(TP )

TruePositive(TP ) + FalseNegative(FN)
(2)

Here, true positive (TP) is the value of a correct detection
and it is denoted by IoU ≥ threshholdvalue. False positive
(FP) is a incorrect detection where IoU ≤ threshholdvalue.

Fig. 8. Loss curves of training the Inception V2 based faster R-CNN model
with ECUHO-1: (a) Classification loss, (b) Classifier localisation loss, (c)
RPN localization loss, (d) RPN objectness loss, (e) Total loss, (f) clone loss,
and (g) time required per step

The third important parameter is a false negative, which is a
ground truth bounding box that has not been detected.

IV. RESULT AND DISCUSSION

Table III shows the precision and recall values of Inception
V2 based Faster R-CNN object detection model. From the
table, we can see that while testing the model trained with
ECUHO-1 with the corresponding testing set, the mean aver-
age precision is 0.26 (which is close to 0.28 that was achieved
by the Faster R-CNN Inception V2 object detector over COCO
dataset). For IoU threshold of 0.50, the precision increased to
0.668. Average recall over 100 objects in an image frame is
0.357, for ten objects, it is 0.129.

For the testing set of ECUHO-2, the average mean precision
of the detector is 0.3464 (which is even more than the precision
achieved by the same network on coco dataset). If the IoU
[46] threshold is dropped to 0.50, the mean average precision
increases to 0.76. The recall value for over 100 objects in an
image frame is 0.47.

For the ECUHO-1 data set, the higher number of training
and testing images are collected from laboratory tanks that



suffer from low water depths. So the images are affected
by blurriness. This blurriness caused unexpected noise to the
dataset and resulted in higher training loss and lower mAP
for ECUHO-1. Moreover, the number of total images are
inadequate to train a deep network like Inception V2 and
provides an optimal detection accuracy.

TABLE III
EVALUATING INCEPTION V2 WITH TESTING SET OF ECUHO-1 AND

ECUHO-2

Evaluating Parameters Value
- ECUHO-1 ECUHO-2

Detection Boxes Precision (mAP ) 0.261 0.3464
Detection Boxes Precision (mAP )@.50IOU 0.668 0.7663
Detection Boxes Precision (mAP )@.75IOU 0.142 0.2378

Detection Boxes Recall (AR)@1 0.015 0.3004
Detection Boxes Recall (AR)@10 0.129 0.2465

Detection Boxes Recall (AR)@100 0.357 0.4699

Figure 9 presents the visual representation of the detection
of Halophila ovalis. Figure 9 (a) is a test image collected from
the real-life environment and (b) is a laboratory image. Both
the images show considerably good detection accuracy and
precision although a few of the Halophila were not detected
in (b) and the detector missed a couple of leaves at the far
back challenged by the water turbidity.

Total time required for evaluating 539 images was only
55.85 seconds, which is very fast and indicates that the
detector can be used for video data in real-time using a similar
system used for training.

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed Inception V2 based Faster
R-CNN network to detect Halophila ovalis from underwater
image dataset. Results show that the proposed model achieve
high precision (mAP 0.26 − 0.3464) and can be used for
detection and automatic annotation of Halophila ovalis. This
model can also be adopted for other seagrasses and leaf-based
plant detection and annotation tasks. A complete training set
of 2,160 images is a relatively small dataset for a deep network
like Inception V2. Moreover, the images from the laboratory
suffered from blurriness. So the accuracy can be increased with
a larger and clearer image dataset. In future, automatic network
architecture search network (NASNet) may be applied to find
a suitable architecture for the optimum Halophila ovalis and
other seagrass detection task. Generative adversarial network
(GAN) can be used to generate synthetic images which will
increase the size of the dataset without collecting more images.
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