SUBMITTED TO THE IEEE TRANSACTIONS ONROBOTICS 1

Geometric Methods for Modeling and Control of
Free-Swimming Fin-Actuated Underwater Vehicles

Kristi A. Morgansen,Senior Member, IEEEBenjamin I. Triplett, and Daniel J. Klein

Submitted as: Regular Paper

Abstract— In this paper, techniques from geometric mechanics
and geometric nonlinear control theory are applied to modeling
and construction of trajectory tracking algorithms for a free-
swimming underwater vehicle that locomotes and maneuvers
using a two-link actuated “tail” and independently actuated
“pectoral fin” bow planes. Restricting consideration of fluid forces
to the simple effects of added mass and quasisteady lift and drag,
the resulting system model can be expressed in a control-affine
structure. With particular choices of oscillatory actuation of the
four system joints, maneuvers such as swimming forward, in and
out of plane turning, surfacing, and diving can be constructed.
Further, the vehicle and model can generate agile maneuvers such
as snap turns. Trajectory tracking can then be produced using
state error feedback. The methods are demonstrated both in
simulation and in experiment using the University of Washington
prototype fin-actuated underwater vehicle. control theoretic methods, and kinematics-based models ar

Index Terms— Biorobotics, underwater vehicle control, nonlin- imited in the types of motion that can be produced as well
ear systems, periodic control, locomotion. as in robustness to modeling and design variations. Lower
fidelity dynamics models have shown promise for validation
| INTRODUGTION of simple system mo'_[ions, but they have p.o.t generglly been

’ used for full exploration of system capabilities, partanly

Underwater locomotion has long been a subject of intergst full 3D motion, nor have they been thoroughly validated
to the biological community [1], [2], [3], and the roboticBd in hardware implementation. The contributions of this pape
engineering communities have been inspired by this reseaggtlined below, were developed with this latter approach in
to construct biologically derived mechanisms that mimie thming: analytical geometric methods for modeling, motion
behavior of individual and groups of swimming lifeforms.€lh planning and control of shape-actuated mechanical systems
motivation for this work comes from the high maneuverailit gperating in a fluid. The specific contributions made here are
low drag and low hydrodynamic noise that fish demonstrate. Expression of the 3D equations of motion of a body
over conventional propeller-driven underwater vehicles. with two independently actuated rigid pectoral fins and
order to realize a transfer of aquatic biological capabgit a tail with arbitrary number of independently actuated
to engineered systems, a greater understanding is needed rigid links in a form amenable to analysis with tools from
of the interaction of submersed shape-actuated vehidbes, t geometric control theory:

squ_o:Jndq?] fde,kand eff?c(tjlv;]a mgar}s of c(;)ntrotllrllng trtmslf o Use of geometric control theory to determine open loop
vehicles. The work presented here 1S focused on these 1asks.  -,nirols for motion generation and to determine closed

o loop feedback stabilization;

A. Methodology and Contributions « Validation of the model’s suitability for capturing agile

During the past decade, a variety of mechanical fin-actuated motions: such as snap turns; . . .
devices have been proposed, built, and studied for purposes EvaIu_atlon of results in both simulation and experiment
of agile autonomous operation. A number of challenges are to validate the methodology.
present in achieving the goal of integrated device and conhese results build on prior work of the authors and their
trol design that demonstrate the desired agility of dynamiwlleagues [4], [5], [6], [7], [8]. Except for the results [6]
motion in fluids. High fidelity models of dynamic fluid- (a precursor to this paper), the earlier results were oéstti
body interactions are not generally amenable to analytiqal planar systems both in theory and in experiment.

. To admit the application of analytical methods, fluid effect
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Fig. 1. The UW autonomous fin-actuated underwater vehicle.



it allows a description of the system in a control affine forform considered here was studied. A geometric mechanics

in which the control inputs enter linearly. Existing metsodderivation of the equations of motion for a planar three link

to analyze control performance can then be applied. Thesstem without lift or drag was presented in Kanso et al [49]

methods have been used in prior and related work [4], [nd Melli et al [50]. A key point to note in the unforced

[7] to consider controllability of the system model and t@ystem dynamics is that even without lift and drag, the Gisrio

generate maneuvers that would be difficult to find by intaitioterms from the shape dependent mass matrix will cause motion

and would be unlikely to occur in nature. Further, capturing be produced when the links of the system are actuated.
all fluid flow detail is not always necessary for the purposekhis derivation is closest in style to the approach here, and
of control design, because control feedback can compensadasidered a comparison of the effects of treating added mas
for reasonable modeling errors. of the links independently (an approximation) or coupled

accurately (precluding analytical closed form repregénia).

B. Prior Work A preliminary version of the dynamics model to be discussed
' here was presented in the author’s work [6]. A number of
The existing results and methodology relevant to the maigther planar ([51], [52], [4], [5], [7], [53], [54], [43]) ath 3D

rial presented here can be broadly segmented into three cg®5], [56]) dynamics models have been derived from Euler-

gories: modeling, control, and devices. The results dsedis Lagrange equations with lift and drag and have been demon-

here are based on relevance to the topic of analytical maglelistrated for simple forward and turning gaits in simulation.

and control. A more complete review of existing methods can With respect to vehicles with flexible tails, Kose et al

be found in the tutorial papers by Sfakiotakis [9], Colgatel a constructed a planar model of flexible tail propulsion using

Lynch [10] and Bandyopadhyay [11]. flexible beam theory [57], Mclsaac and Ostrowski derived
1) Modeling: Modeling of the fluid dynamics of live fish a model of planar anguilliform locomotion without external

swimming and of actuated mechanisms in water has receiietcing [58], [59], and Boyer et al have demonstrated 3d

extensive attention. With respect to live fish, Lighthillosted locomotion in simulation [60] using a continuum model of
that forward tail-fin locomotion can be represented as dapathe vehicle and elemental quasistatic lift and drag. Dycami

traveling wave along the fish body [2]. Further investigasio models of pectoral fin actuation were constructed by Chiui et a

into forward tail-fin locomotion using fluid dynamics modelg61] and validated using data from Kato’s experimental work

were made by Churchill [12], Newman and Wu [3] andvith such devices [62] but without analytical control desig

Wolfgang [13]. Modeling of fast starts and turns have been 2) Control: The approaches used to design control for

studied by Weihs [14], [15] and Ahlborn [16], [17] withfin-actuated vehicles can be categorized as numerical opti-

further live fish studies made by Domenici and Blake [18mization, adaptive techniques, and geometric methods. As

Budick and O’Malley [19] and Spierts and van Leeuven [20mentioned in the discussion of kinematics models, optimiza

Studies of pectoral fin propulsion and maneuvering in fiskehation methods have been used in a number of instances with

been made by Blake [21], [22], Drucker and Lauder [23], arkinematic models to find robot joint angles to match the

Gordon et al [24]. With respect to mechanisms, experimentabot shape to empirically observed fish behaviors during

results have been compared to inviscid flow theory and halegomotion [26], [51], [52], [63], [27], [28], [32], [64], 36],

been used to optimize thrust production [25]. [65], [33], [57], [35], [36], [13], [37], [38], [29], [39], @O],
Kinematics models based on biological studies of the shajgd], [42], [43]. When applied to dynamics models, on the

of a fish body during swimming have been used in a numbether hand, optimization can be used to find controls that

of instances to generate forward and turning locomotio6]([2 require minimal energy with respect to certain norms (e.g.

[27], [28], [29], [30], [31], [32], [33], [34]) as well as atfi Saimek and Li [54] and Kanso and Marsden [66]). In order to

maneuvers such as snap turns and fast starts ([35], [3®al with unmodeled fluid effects and mechanical properties

[13], [37], [38], [29], [39], [40], [41], [42], [43]). In sub adaptive techniques such as fuzzy or genetic controllers ha

approaches, the shape of a fish during each step of a manelnesn used in the pectoral fin systems of Kato et al [67], [68],

is represented digitally and scaled to the length of the robf@9] and the planar tail-fin vehicles of Kuo and colleagues

of interest. An optimization problem is then solved to fing43], [34] and Yu et al [29], [30]

appropriate robot joint angles to match the robot shape aOnly a few studies have used the approach of geomet-

closely as possible to the fish shape at each time step. Tiiis nonlinear control theory to produce motion generation

approach does produce the desired motions, but requires dheclosed loop control of fin-actuated systems. Kelly et al
optimization problem be re-solved if the number of links oconsidered the use of geometric nonlinear control methods
their physical dimensions are altered. for motion generation of a planar body in a fluid with forcing
In order to construct dynamics models for fin-actuatefdom a single point vortex in [47], [48]. Mclsaac and Os-
underwater vehicles, a number of numerical studies of flamowski constructed gaits for eel-like motion from theiapar
around actuated foils have been pursued to produce apateprdynamics models [58], [59] using perturbation methods. In

mathematical models of thrust from actuated surfaces [4&anso et al [49], motion generation is demonstrated using a

[45], [46]. Some of the earliest work with techniques ofmodel derived from geometric mechanics, but the motions are

geometric mechanics and control that applied to fin-actuateot connected to nonlinear control synthesis tools. In Mell

systems was produced by Kelly and colleagues [47], [481 al [50], numerical methods were used to draw connections
where the dynamics of a planar flapping foil with lift of thebetween the geometric structure of the unforced dynamids an



particular motions in the system. This approach does genera two-link tail, but is general enough to encompass a tail
the desired motions but is not a systematic study of the fullith an arbitrary number of discrete links. Motion generati

set of possibilities. To explore the full range of capalgit and control inputs to generate particular gaits are given in
of the dynamic system with forcing from lift and drag,Section IV. The controls are demonstrated in simulation and
the authors’ early work with planar versions of the systein experiment in Section V. A comparison of these results
considered here explored the Lie algebraic structure of teeows that the extremely simple model does in fact capture
forced system dynamics [4], [8], [7]. That work demonstdatethe qualitative behavior of the physical system, and feeklba
connections between the model and capabilities of the systeontrol produces the desired trajectory tracking capisdsli

that would likely not be observed in nature, and validates thrurther, this model can be used to produce agile maneuvers
simplified modeling approach for locomotion in the planesuch as snap turns. Concluding remarks and directions of
These results were then addressed with averaging theoryot@oing work are given in Section VI.

construct feedback control for trajectory tracking [5], [70],

[8] 1. EXPERIMENTAL SYSTEM

3) Devices: The earliest demonstrated fin-actuated hard- The physical device being used in the work discussed
ware systems came out of MIT and Draper Laboratories wiltere is shown in Fig. 1. The body of the robot has two
the Robopike, Robotuna and VCUUV projects [71], [28]sealed compartments composed of aluminum side or top
[26], [27]. Robopike and Robotuna were constrained to planpanels wrapped with heat-molded semi-transparent acrylic
motion in flow tunnels, but the VCUUV was capable of full 3DThe forward body compartment contains the microcontroller
motion using actuated bow planes. On the opposite end of theard, Phytec MPC555 with Freescale MPC555 PowerPC
size spectrum, a microscale free swimming 3D robot with bothicroprocessor, mated to a custom made motherboard, sensin
tail fin locomotion and pectoral fin maneuvering has beert buiind communication devices, pectoral fin servo motors, and
by Deng and Avadhanula [72], and preliminary experimentlhtteries. The aft compartment contains the servo motars fo
results for fin actuation, but not directional motion getiera the two tail links. The tail itself is composed of a wishbone
or tracking, were presented. Experimental results for ftappp shaped “peduncle” region and a rectangular-planform thin
foils generating thrust were compared to control theoretigydrofoil (NACA 0012) with chord length 8cm and span 25.4
models by Yamaguchi and Bose [73], Kelly et al [47], Readm for the “caudal” fin. The tail joints are actuated with Hite
et al [74], Saimek and Li [54], Licht et al [31]. PlanarHS-5945MG high-torque (peduncle) and HS-5925MG high
vehicles with tail-fin actuation have been demonstrate®®},[ speed (caudal) servo motors, respectively capable of 0N&47
[75], [29], [30], [32], [65], [64], [34], and 3D vehicles wit and 1.27 Nm torque at 6V. The two “pectoral” fins located at
tail-fin actuation and pectoral fin depth control have beeghe front of the body are independently actuated by Hitec HS-
demonstrated in 3D in limited cases by Kim and Youm [555925MG high-speed servos.

Wang et al [56] and Zhou et al [33] (also demonstrated depthThe onboard sensors consist of a 3D compass, Honey-
control) and Ziegler et al [40]. Extensive work with planawell HMR3300, which can measure 360 degrees of yaw
systems propelled using pectoral fins has been performeddnd +60 degrees of roll and pitch, and a pressure sensor,
Kato and colleagues [67], [68], [69] demonstrating theigbil Druck PDCR4010, able to measure depth with a resolution
to both propel forward, turn and follow desired trajectsrie of 0.016atm. Data collection, processing, and control fionc
Snap turns and fast starts have been demonstrated in [B}], [§)eneration are handled onboard by the microcontroller. The
[13], [37], [38], [29], [39], [40], [41], [42], [43]. Experinental microcontroller has roughly 4 MB of memory which allows
work by the authors of this paper includes planar vehiclgs [4or the collection of trajectory data (orientations, deptme,

[5], [7] and early work with fully 3D vehicles in [6]. servo commands, and received data). When operated in the

Devices with actuated flexible fins are also in developmeimtdoor test tank, the robot is equipped with a 72MHz RC
for a number of applications. At a large scale is the devi¢eceiver, model Electron 6 from Hitec. The robot is capable
built by Davies et al [76] in emulation of a ribbon fin. An eel-of decoding data on this frequency for either remote control
like robot with five links was built by Mclsaac and Ostrowskpbr autonomous operation. In the remote control mode, the
[59] and used to demonstrate their theoretical methods [38fceived data consists of low-level commands, such as tail
and flexible fins for hovering have been demonstrated in [77int frequency and depth set point. In the autonomous mode,
At a smaller scale, tailfin actuated microbots with buoyandhe received data consists of spatial position informatibich
control of depth has been built by Guo et al [53] and Kosa & transmitted by an external tracking system (discussed la
al [57]. in this section).

Physical dimensions of the robot are shown in Fig. 2. The
overall weight is approximately 3kg. The centers of buoyanc
and gravity are engineered to be co-linear (but not coimt)de

The paper is organized as follows. In Section I, the desigilong the bodyxzs axis. The pectoral fins are composed
and physical properties of the experimental fin-actuatédtro of dense styrofoam covered with fiberglass and are located
shown in Fig. 1 are presented. A system model amenaliteward and above the center of mass. The fins have the NACA
to geometric control theoretic methods is then presented 0012 hydrofoil profile with chord length 11.3cm and span
Section Ill. An important aspect of this model is that it§.8cm. The lift force generated by each fin is assumed to act
applicability is not limited to the specific system here withat its quarter chord point.

C. Organization of the Paper



Fig. 2. Physical dimensions of the robot (in cm).

Fig. 3. Free body diagram of robot showing modeled lift ancydiaces.
Given the limited onboard sensor suite and the nonlinear

dynamics of the vehicle, onboard full state estimation is
extremely challenging. Therefore, an external real-tinte v

sion system consisting of four identical underwater casiera

connected to a central computer was designed and imp’i@_t-her than numerical calculations or empirical data. Mfea

mented. Each camera. model CVC320WP from CSI Speelgals choice will place limits on the accuracy of the modeled

is connected to its own Osprey 100 capture card in t ghawor relative to the true system performance, howeéwer,

central computer, which is an Intel Pentium 4 2.4GHz machiﬁ'&e Contex_t_of autonpmous vehicle operation, sma_ll _dlﬁeees .
running Linux. Grayscale video frames of resoluti2t) x 240 can be m|_t|gated.W|th fgedback C‘”?“O'- Th_e validity O.f this
are simultaneously captured from each camera at rates U@P@rogch |skcon3|dered n the fcr)]llowmg se_ctlons,fas_ W?hhas
30Hz. To maximize the available workspace, the cameras 5%ate works [4], [3], [7], via the comparison of simulatio

mounted in the upper corners of the test tank, at a depth of %‘—d experimental results.

proximately 18cm. Observation data collected online &igsi  The fluid in which the robot is operating is assumed to be
of blob centroid features extracted from each image. Theggiscid, irrotational and incompressible as well as inéinin
features are obtained by first subtracting the static backgt jomain, and three-dimensional fluid effects will be negidct
and then running a blob detector on the thresholded diﬁmemny rigid body moving in a fluid environment will cause
between the current image and the background. movement of the surrounding fluid which can be modeled
A particle filter [78] is run on the central computer, and thgjith an appropriate set of fluid state variables. For sinifylic
resulting state estimate is transmitted via radio commatitn  however, the state of the fluid will not be explicitly monitor
to the robot. Propagation is achieved using a Frenet-Sefigte, but rather its interaction with the robot mechanisih wi
model with variable speed and a zero order hold on contigh treated as externally applied lumped forces. When a rigid
inputs. This model is a decent first-order approximatiorhef t hody accelerates in a fluid, a portion of the surrounding fluid
robot body motion and more importantly, can be processgfo accelerates. As the state of the fluid is not being mddele
quickly in order to meet the real-time constraint. Becausggjs change in fluid energy is accounted for by assuming an
the estimator does not know which control inputs the rOb%parent increase in the mass of the object, termed added
is applying, zero-mean Gaussian noise is assumed for e@aghss, in the direction the object is accelerated. Additigras
input. The observation model of the particle filter relie®Op fiyig elements move relative to one another and around solid
a Tsai camera calibration [79], [80] generated from knowggies, pressure differentials develop. When summed upethe
world to image point correspondences. This calibratioovedl incremental differentials result in net forces typicalgsolved
each particle to be projected into each image. The probabilinto orthonormal components termed lift and drag. Visgosit
of the observation given the projected particle state issSan jn 5 fluid will also produce drag on a body often referred to
based on image distance, and each camera is assumed tgdiin friction, but the fluid here is assumed inviscid arigl th
independent. Resampling is done after each update, andla gfpe of drag is therefore neglected. Given the composition o

of 1500 particles are used. the system here (body, two-link tail, and two pectoral fitis,
set of external forces on the system is then lift and drag from
lll. M ODELING the tail, L, and Dy, lift and drag from the bodyL, and D,,

One of the primary foci of this work is to explore thelift and drag from the two pectoral find,, , L,,, D, , and
connection between bio-inspired underwater vehicles and &,,, the force of buoyancyF;, the force of gravity,F,, and
alytic nonlinear dynamics and control theory. Therefore thhe moments resulting from these forces. A free body diagram
system model needs to be based on analytical represemstatiointhe system with these forces is shown in Fig. 3.



A. Unforced equations of motion for the body segment  B. Potential forces

The position and orientation of the body segment of the The vehicle is assumed to be neutrally buoyant with centers
robot are denoted by € SE(3) which can be written in of buoyancy and gravity that are non-coincident but are co-

homogeneous matrix notation as located along an axis parallel to the bodyaxis. The direction
of gravity, in the body-fixed coordinate frame, is given by
R =z I' = RTk wherek = [0, 0, — 1]T. If the vector from the
9= [ 0 1 } J (1) center of mass to the center of buoyancyjs= [0, 0, hy]7,

then the effect of the non-coincident forces is a net torque

whereR € SO(3) is the orientation of the body, ande R®is —3™7T X 7, Where is the magnitude of the gravitational
the position of the center of mass of the body, both relatve t fO"ce:

fixed inertial reference frame. Here the longitudinal aXithe

body is taken to be the; axis (positive forward), the lateral C. Forces on heaving and pitching hydrofoils

axis to be ther, axis (positive to the left), and the; axis to 50 of the pectoral fins can pitch, and the tail fin can pitch
be positive upward. ZYX Euler angles are used to determingy neave with arbitrary frequency. Using results from] [45

the rotation matrix from the body orientation vectbin the y, yetarmine the lift forces under the assumption that atish
analysis and simulations below. The body-fixed translanlhonvorticeS are neglected gives

and angular velocities are denoted by the vectomsnd (2. In

this notation, the velocity of the body is given by L =4ndVi1 (Vi1 +dwy),  Lyo = 4wdVia(Vir + dwy),
. (7)
R = RQ (2) whereLy; is the force generated along the chord of the foil,
i = RV A3) and Ly, is the force generated out of the chord/span plane.
The quarter chord location of the foil is denoted dywhile

0 —w3 wo V1 andVy, are the speeds of the foil in its body-fixed and

where O = [ w3 0 —w ] contains the angular z2 directions, respectively. The angular rate of the foil gbou
—wy Wi 0 its leading edge is denoted,.

rotation ratesv; = 6. Notice that in this formulation, the angle of attack of the

For an incompressible, irrotational and inviscid fluid, thfPil does not explicitly appear in the equations as the fluid
unforced equations of motion of a singligid body may be S assumed to be at rest, so the angle of attack is implicit in

written using Kirchoff's equations [81]: the definition of the forces. Furthermore, as three dimeradio
fluid effects are not being considered here, the aspect ratio
JO = JOXQ+ MV xV 4) andlthvte gﬁect of the body next to the pectoral fins have been
MV = MVxQ ) egected

where J and M are the inertia and mass matrices including- Lift and drag on the body

added mass effects. Defining the momentum of the robot bodyTo allow use of planar results, the lift and drag will be

(without the tail) agp = [II, P] = [JQ, M V], these equations calculated in each plane, and the lift and drag will be assume

can be expressed as negligible in thez;—x 3 plane. Because the body is an ellipsoid
rather than a thin pitching and heaving plate, lift and drag o

5 IxQ+PxV | (6) the body of the robot are assumed to be generated in the usual
PxQ steady fashion. Under these assumptions, the lift on thg bod
is
Approximating the body segment as an ellipsoid of mass 1
with body axes given by, , a,, anda,,, the added mass in Lygz = =pewazaindpis (VE+V5), (8)
all three axes i%wpaml(%ag173 [82]. The moment of inertia %
aboutz; is J; = im(a2, 4+ a2,) with added inertia term Lyas = 5pcm13onsAsis (VP +V3), 9)
TETPag, g, 00, (a2, + a2,) and similarly for the other two (10)

axes. The two tail links will be modeled as flat plates with no

added mass in the; or x3 directions and no added inertiawhere ¢;;, 12 and ¢;; 13 are the lift coefficients per angle of
aboutxz,. Added mass for the:, direction of a flat plate is attackaqs in thez; — zo plane, andyys in the z; — x5 plane.
1pml?h (I andh are respectively the length and height of th&he planform area of the body is given By, 15 in the z; — x5
plate), and the added inertias amp(ﬁ)‘*h. For simplicity of and A4 13 in the z; — x5 plane. As in Fig. 3, the velocity of
calculation, the components of the mechanism will be asduntbe body isV, andp is the density of the fluid. The drag is
to be hydrodynamically decoupled (i.e. added masses a&mmputed in a similarly to the lift as

independent). For a comparison of results with this assiompt 1

to results with coupled added mass calculations, the réader  Dpi12 = ip(cdbo + Cap120y) Ao (V2 +V3), (11)
referred to [49]. For simplicity, the pectoral fins are asedm 1

to have no added mass. Dyas = Spleao + cav13073 40,13 (VP + V5, (12)



wherecgy is the zero lift drag coefficient of the bodyy, 12 reduced mass matrix, and(r) is the shape mass matrix. The
andcgp13 are the drag coefficients per square angle of attatlkgrange-Poincérequations are then
for the x; — x5 andz; — x3 motions of the body respectively. .

Lastly, the fluid is known to add a damping effect to 979 = & = —Ar+Ip (19)
rotations of the body about its principal axes, as the nogati p = adzg + Fe (20)
body will induce separated flow about its bluff edges which 9¢
will transfer rotational kinetic energy from the body to the My, ()i = o + F,. (21)
fluid. This effect is somewhat crudely, but effectively, luned or
in the model as a simple viscous moment that impedes botlge first equation (19) describes how to obtain the body
rotation in all directions, motion from the momenta and shape, and for the system

M B O 13 here is just a re-expression of (3) which stafes= RQ and
damp = —Cm3% (13) # = RV. In the second equation (20),is the bulk system
wherec,, is a Simp|e dampmg coefficient. momentum which includes the effects of the tail motion, and
F, are the external forces of lift and drag from all fins and
the body. The ternudy & is the coadjoint or dual to the Lie
Bracket (discussed below). Here the operation is simplgrgiv
For systems such as this one where forces on the systemigfqe) replacing[Q2, V] with ¢ and [II, P] with %_ The final
independent of the body position and orientation, Lagranggguation (21) describes the controlled physical shape ®f th

Poincaé equations can be used to describe the system tem, which reduces t = F, because the shape here is
namics. The relevant information will be stated beIOW, a ||y controlled. The terrn/\/lrr — m(r)—ATIA is the kinetic

the reader is referred to the references (e.g. [83], [84]jutb  energy matrix for the shape states.
detail. A mechanical system of the type considered here can
be described by the states of the main bagytermed group
states, in combination with the values of the states thatribes o ) )
the relative placement of the moving components to the main!" order to evaluate the validity of the model in the previous
body, denoted- and termed the shape states. Here the sha?%:t'on reIat|ve_ to the actual robpt, the first quesuon thast
statesr are the tail joint angles; = [¢/1, ¢»]7. The effect of be gddressgd is hov.v'to determine contro'ls that WI||. generate
the pectoral fins is assumed to be limited to generation of Ifesired motion primitives. The model derived here is known
forces, and they are not included in the system momentum"$tt t0 be feedback linearizable (see e.qg. [4], [5], [7]) dae t

E. Forced equations of motion

IV. NONLINEAR CONTROL

added mass. the particular nonlinear structure of the components, kewe
Recall [84] that the Lagrangian for a systemkolinks with pairings of control and motion primitives can be accomgish
statesr, g, 7, and ¢ can be written as using geometric nonlinear control methods.
k
1 o
L(r,g,7,§) = §ZXQT(r,g,¢,g')Mi(r, 9)\Vi(r,g,7,g) A Accessibility
=1 To evaluate accessibility, (19)-(20) must be rewrittenhia t

=U(r,g) (14) form N

. 1T .
= % { " } M(r, g) { " } —U(r,g), (15) z = fo(2) —I-Zfz(z)uz(z,t) (22)

g g i=1
whereU (r, g) is potential energy (from buoyancy and gravity)where m is the number of control inputs and here is
andV; and M; correspond to the body-fixed velocity and massqual to four for the number of actuated joints. Specifically
matrix of each of the links in the system. Because the mass u2, us, u4 are respectively the inputs to the first and second
matrix for an immersed mechanical system will change bastadl joints, the right pectoral fin, and the left pectoral fiks
on the joint angles:, but not based on the group statgshe stated above, the tail fin actuation enters the system aseorq
Lagrangian can be rewritten using the body-fixed velocity ‘?tfnputs to (21) asF, = u

_ : ( 1], The pectoral fin actuation
the group states; = g~ !4, to give the reduced Lagrangian: i uz o _
appears in the system equations as velocities in the liftger

lr,r,§) = L(rer,§) (16) which are nonlinear functions. In order to achieve the form

1717 P (22) in which controls only appear linearly, the systemestat
) [ ¢ ] M(r) [ ¢ } —Ul(r,e) (17)  can be augmented with states, 5, 1s, and v,
1 HT [ m(r) AT(T)I(T)} H v3 = wus (23)
2 €] | Z(n)A(r) Z(r) 3 Yy = ua (24)
—U(r,e)(18)

The overall system state is thenz =
where the last equation is simply a re-expression of the', 7T s, 4, g7, 7T 3, 94]7 where z € SE(3) x
previous wheree € SE(3) is the identity elementA(r) is R* x R? x se(3) x R* x R”.

termed the local connectior,(r) is termed the local form In (22), fo(z) is termed the system drift vector field, and
of the locked inertia tensot)/ (r) = M(r,e) is termed the f;(z) are termed the system control vector fields. With the



given definition of the state, the control vector fields are 2) Forward locomotion and pltch controlTo evaluate the
unit basis vectorsf; = ey7, fo = e1s, f3 = e19, f1 = €290 @nd additional motions that can be generated by oscillating the
correspond, in order, to the first and second tail joints,thed pectoral fins, consider only the vector fields that corredpon
right and left pectoral joints. The vector fields dictate hiv@ to those two fins. In this case, again evaluating the vectlar fie
system state evolves over time with and without control aparameters at representative values used in the simuation
tuation. Motion forward or backward along individual caitr below, the following can be found (see e.g. [6]):

vector fields can be created by setting the appropriate @sntr

to constant values with the appropriate signs. To determine {:'Em‘)z} < [f3,[fo, f3]] (33)

the effects of more complicated time-varying controls, lthe ) .

brackets of vector fields can be computed and analyzed. {Il’ _93} = fa [fo, fa]] (34)
Recall that the Lie bracket of two vector fieldsand f; is 1 — |[fs, fol, [fa, fo]] - (35)

another vector field denot€d;, f;] defined by

oF: In the first two Lie bracket vector fields, the use of a single

Ufis fi] = %fi — fi- (25) fin will generate both forward propulsion as well as a yaw

. 9= 0z . turn. The turns generated by each of the fins are opposite in

The Lie bracket also satisfies the properties: direction, so in the third case where both fins are being used,
[fisfi] = 0 (26) Nonetturn is generated. As in the previqus set o_f vectors‘je_ld
Ut = —1ff @7) additional motions can be generated by introducing a bi@s in

the controls. Here a bias will generate pitch and defttand

[fi [f35 fi]] =y [, £l] = U, [fis f5]] . (28) .

Lie brackets between control vector fields correspond te par

ticular combi_nations of osc_illatory, or area generatingiirms_ B. Motion Generation

of the associated control input functions. These vectoddiel

then determine what system motion will be accomplished if For certain classes of nonlinear systems, including the@ne

the corresponding control input functions are applied t® tthich the system here corresponds, the use of superimposed

system. An important point to note is that while those cdntr@eriodic inputs with particular frequency relations hagrbe

inputs will generate the given motion along the vector fielghown to generate motion in desired directions that cannot

they may also generate motion in other vector field direstiorPe directly actuated. A particular set of oscillatory signa
1) Forward locomotion and heading controDetermining applied to the actuators of a system which results in a

the motions to which vector fields correspond at all staté§aracteristic (stable) system response is generallyreefeo

in a system with this level of complexity is generally quitéS @ “gait’. One method to construct gaits and produce motion

difficult. However, as the vector fields are analytic, they ba in desired directions is to use a knowledge of the system Lie

evaluated for representative physical parameters angzmnalPrackets, discussed in the previous section, and an appfica

the result for particular operating conditions. Straightfard, ©Of averaging theory. Full details of the work below may be

but involved, calculations have then shown in previous wofRund in [70].

[4] the following correspondence between vector fields and To form a correspondence between oscillatory inputs and

motion directions: Lie brackets, each of the control functionsis chosen to be
. of the form
¢1 Ad fl (29) m
vy < fo (30) ui(z,t) = uio(z) + Z u;;(t) sin (?jwijt + ¢u) (36)
x'.1 = [[fo, f1], [fo, fol] (31) J=1
Os = [ 1fo: [ [foo Pollll (32) wherew;; € Z, ¢;; € S', andi € 1,...,m. These controls

From this correspondence direct motion can be generateduinare then the sum of a purely state dependent term and a set
thez; andf; directions. Note that the Lie bracket calculationef 7-periodic functions. The system (22) can be rewritten as
are made before evaluating at particular statesyse 0 does m

not imply [fo, fi] = 0. Motion in thez, direction is coupled 2= foz) + Y filz1), (37)

with the 3 direction, and an additional spanning vector field =1

has not been found. However, as trajectory tracking in the

plane can be accomplished as long as a vehicle can m(‘ﬂ\’}éere

forward and turn with a finite radius, the robot can move : m

between any two points in the plane with arbitrary initial foz) = fol2) + Y fi(2)uio(2) (38)
and final orientation. The lack of the final vector field simply i=1 )

precludes such motions happening on arbitrary time scales. 7. ;) — < (2)u; (1) sin (le..t+ z) 39
Note that these Lie bracket- direction pairs correspondéo t fitz1) izjf( Juss (1) T % ) - (39

dominant effect produced. If biases are introduced into the ~
controls that will be discussed below, the tefign for example, Note that thef; are T-periodic by construction. Additionally
cold be generated by the Lie Bracket in (31) in additiort4o 7' is assumed to be small, and the functiest) are assumed



Component | Parameter Value

to SatISfy body mass 3.0 kg
T length 0.40 m
- . — width 0.06 m
/0 (uij(s1) — uio)dsy =0 (40) height 0.09 m
T s Clb,12 0.12 degi
L. . — Clb,13 0.03 deg
/0 /0 (uij(s1) — wio)dsidsa = 0. (412) ol 0.0 deg !
. Cdb,12 0.02 deg1
The following results can then be proved. Cdb,13 0.01 deg?
Lemma 4.1 ([70]): Motion in the direction(f;, [ fo, f;]] can i‘m 3.84k§r;‘?rr?
. . 12 .
be generated with control functions of the form e 0.032 n?
T peduncle mass 0.1 kg
ui(z,t) = w(z) + u(t) sin (wt) (42) length 0.085 m
T tail fin mass 0.15 kg
1t chord 0.08 m
uj(z,t) = wjo(2)+ ujisin (wt) (43) span 0.25m
T pectoral fins| chord 0.10 m
0.35
or of the form Span m
9 TABLE |
wi(z,t) = wio(z) + uir(t) cos <;wt) (44) PARAMETER VALUES FOR ROBOT CONTROL SIMULATIONS

2
uj(z,t) = wujo(z) + uy1 cos (;wﬁ) . (45)
wherewu;; is a constant. If = j, the definition foru; is used. V. SIMULATION AND EXPERIMENTAL RESULTS
Note that ifi = j above, only positive motions along the In order to evaluate the applicability and capabilities u t
vector field will be possible, meaning that the gait cannot hfiodel developed in Sec. Ill, both simulations with the model

reversed. and experiments with the system described in Sec. Il have
Lemma 4.2 ([70]): Motion in the direction been performed. Parameter values used in the simulatiens ar
[[fo, fi, [fo, f;]] can be generated with control functions oshown in Table I. As a note, these parameters have been chosen
the form based on observation, not based on parameter identification
o1 so deviation between experiment and simulation should be
ui(z,t) = uio(2) + ua(t)cos <th> (46) expected. For the experimental results, lateral and lodojal
o position data comes from the vision tracking system whereas
uj(z,t) = wjo(z) + uyisin (th>. (47) all other data (orientations and depth) was generated and
processed onboard the robot. Key points to note in the gesult
wherew;; is a constant. below are that the onboard orientation measurements are
Lemma 4.3 ([70]):For motions in the direction collected from a magnetic based device and are subject to
[fi, [fo, [f5, [fo, fr]]]], define the following: interference from the four servos (causing noticeableeniis
o the data). Further, the maximum rate of the 3D compass is
x () = cos (Tawt) ) (48) 8Hz and the maximum rate of the vision system is 20Hz, so
experimental time constant parameters (tail joint fregies)
Motion in this direction can then be generated with contr@itc) have been chosen much slower than the upper capability
functions determined by the following three cases: of the system in order to produce data with adequate sampling
@ i=j=k

Both open loop and closed loop control will be presented
ui(2,t) = wio(2) + uan (£)x(1); (49) below. The first three sets of results are open loop and
respectively demonstrate forward locomotion without iingn
using the tail, forward locomotion and turning from biasthg
tail, and forward locomotion and turning using different ta

(b) i = jori=Fkorj=k Assumei = j and make
similar choices in the other two cases:

wi(z,t) = uio(2) +uix(1) (50) joint frequencies. Prior work with the planar version ofsthi
we(2, 1) = uro(2) 4w () x(2) (51) system Qemons'trated that a forward gait can be constructed
by applying a sine to one tail joint and a cosine to the other,
wherew;; is a constant; both at the same frequency. Turns can be generated in one of
() i #£j#k: two ways. The first is to use the tail as a rudder by biasing
the forward gait motions away from the main body line. The
ui(2,t) = uio(2) + wir ()x(3) (52)  second, predicted by the geometric structure of the system
uj(2,t) = ujo(2) + uj1x(2) (53) equations (32), results by applying a cosine of one frequenc
ur(z,t) = upo(2) + ur1x(1) (54) to the first joint and a cosine of twice that frequency to the

second joint (Lemma 4.3). As shown below, these gaits can
whereu;; anduy, are constant. also be realized in the free-swimming robot with its caudal
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Fig. 4. Simulation (a) and experimental (b) results for opeaploontrol of the robot to generate forward swimming using gagpulsion.
and pectoral fins. both translation and rotation is quite similar. The expeiial

The next three sets of results demonstrate feedback consygstem does demonstrate slightly larger body oscillattbas
for heading regulation with tail propulsion, depth regidat the simulated system (most clearly seen in the region where
with tail propulsion, and depth regulation with pectoral firr; € [8,10]cm). As mentioned above, the experimental system
propulsion. As has been demonstrated in earlier work wigh tis subject to noise in all of the plotted variables. Givers thi
planar system [5] and in the mathematical development [7@ipise, the low sampling rates of the sensors, and the madelin
by evaluating the actual and desired system configuratiogisplifications, the results are quite reasonable.
and velocities after each oscillatory cycle, an error fioict ) Open loop turning from biased forward locomotion:
can be generated and used to modify the cyclic actuation géing the above controls for open loop forward locomotion,
the system. The feedback terms are only updated after whg|g with a tail offset, results in a constant turn rate when

cycles of oscillation in order to average out the naturaliye forward speed of the robot is constant. The controls that
induced oscillation in the body from the underlying grosgenerate this motion are given by

system motion. For the full mathematical details, we relfier t
reader to [70]. o o

The final set of results is open loop and demonstrates am = w17 sin (wt) 4+, us = ugq COS (wt) +v (56)
initial comparison of the model with experiment for agile T T
maneuvering in the form of a snap turn. The controls for this
maneuver were determined from a least squares fit of live figffh results shown in Fig. 5 fory = 10 deg. Again, the
data to the robot dimensions. Details are given below, ket tRffects of sampling rates, measurement noise and parameter
results indicate that the model does indeed capture the KB{pMatch are apparent. However, even given these issiees, th
elements of agile maneuvering. results are qualitatively quite similar, and the scale ofiomois

1) Open loop forward locomotionAs stated in Section IV, not unrgasonablg. The experimental sy;tem clearly hasegrea
forward motion from oscillation of the tail can be achievad bfranslational motion, but the net heading change is almost

inducing motion in the Lie bracket directidffo, f1], [fo, f2]]. identical to the simulation. As with the previous experimen
Using the results above, this direction can be generatetigy the results are quite reasonable.
controls 3) Open loop turning from two frequency tail gaifthe

e o vector field [f1, [fo, [f1, [fo, f2]]]] has been indicated above
U] = uq1 Sin (th) , U = U1 COS (th) . (55) to generate motion in the yaw direction of the vehicle using
motion of the tail. This motion is higher order than forward

Applying these controls to both the simulation of the fredecomotion and therefore results in smaller body motion

swimming robot and the experimental system gives the respiagnitude than a vector field direction composed of fewer
shown in Fig. 4. In this case, the control parametersuafe= Lie brackets. As such, a biological system likely would not
30 deg,u2; = 30 deg,%“w = 344 degs™'. use it, but it is of interest from a theoretical point of view.

Overall the general scale and magnitude of the net motion@ontrol functions that will generate this motion are préslic
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Fig. 5. Simulation (a) and experimental (b) results for opaploontrol of the robot to generate forward swimming with toghusing biased tail propulsion.

from Lemma 4.3 to be 2w = 1.9Hz, k, = 1.0 deg’!, kg = 3.0 deg''s, and
o A k; = 1.0 (degs)~!. The light dashed lines represent the target
U1 = 11 COS (th> , Ug = U COS (th> . (57) heading, which changes 18)° increments at certain instants.
For this experiment, the robot was set to run at a fixed depth.
Using the parameters;; = 30 deg,us1 = 30 deg,%fw = 172 Clearly, the experimental system required larger jointlesig
degs™!, simulation and experimental results for these controjg order to track heading and did not respond as quickly as the
are shown in Fig. 6. A clear turn occurs about the axis simulated system for the same gains and operation paraneter
with a small drift (less than 10cm each direction) in the bodyowever, the general tail joint behavior was qualitativelijte
position. similar and the experimental system did meet the tracking
The qualitative and quantitative results of simulation afiequirements.
quite similar with those from experiment. The experimental 5) Closed loop depth control with tail propulsionTo
system has slightly larger magnitude translation and niet ofenerate pitch actuation using nonoscillatory motionstfier
entation change, but the difference is on the order of les thpectoral fins and oscillatory actuation of the tail, the fard/
a centimeter in translation and 10-15 degrees in oriemafis  |ocomotion controls from the previous task were combined
with the other open loop maneuvers, these discrepancielslwoyith feedback control of the pectoral fin angles. For thiktas
likely be minimized by performing an optimized parametethe pectoral fin angles were set to the same value, but they hav
identification of the experimental system. However, for thgeen constructed to be capable of differential drive forepth
stated goals here of exploring the connection between b@hahurposes. Superimposing the controls for tail thrust getieT

of the model relative to behavior of the experimental systemind pectoral fin lift generation, control functions become
the results are acceptable.

4) Closed loop heading control with tail propulsion: up = apsin(3Fwt),  us = ay cos(FFwt), (59)
Regulated heading control is implemented here by contiglli uz = ug = —kpey — kaéy — ki [ €4, (60)
the tail bias rather than by using the dual-frequency taii. ga )

The feedback structure is based on comparing measurem@fi§r€ez = 34 — 3. Fig. 8 shows data for the use of these
over whole oscillation cycles as discussed above. To trafRNtrol functions with tail joint amplitudesy, = 27 deg,

_ 27 _ _ _
desired heading8s,, the control inputs then have the form @2 = 30 deg, FFw = 1.9 Hz, k, = 0.25 deg/em,kq = 0.39
degs/cm, and:; = 0 deg/cms (no integral control was used).

T sin(Q—ﬂ-wt) +v, up = an COS(@M) + a7y, (58) The pectoral fin joints were limited to a maximum pitch3af
T T deg, and the integral term is limited to a maximum value of
wherey = —kyeg — kaég — k; [ eg. The error termsgy = 3.3 cms to prevent windup effects.
034 — 03 were based on averages over whole periods of The robot was started at the surface and given a target depth
oscillation. Heading feedback data is read from the compas$ 91 cm, followed by a new target depth a2 cm half
Fig. 7 shows data for the use of these control functions witilay through the run. The pectoral fins initially set to their
tail joint amplitudesa; = 27°, as = 30°, a, = 1.5, maximum value to produce as much motion downwards as
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Fig. 6. Simulation (a) and experimental (b) results for opeaploontrol of the robot to generate forward swimming with tognusing different, integrally
related tail joint frequencies.
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Fig. 7. Simulation (a) and experimental (b) results of clossaplheading control generated by tail joint biasing.

possible. The fin control then drove the error to withif 6) Closed loop depth control with pectoral fin propulsion:
cm of the desired value dil cm below the surface of the The final feedback results consider the effect of using the
water, and then to the new target depthi®® cm, where the pectoral fins for both propulsion and depth regulation. &ive
robot then maintained the depth error withiri0 cm before the small size of these fins compared to the caudal fin, the
the target depth was again changed9i@m. As with the motions were not as large as those generated by tail aatuatio
heading control, more effort was required for the experitalen However, for the purposes of small scale maneuvering, such
system to perform the desired tack than for the simulategits may have importance in engineered systems. The vector
system. Most likely this result is due to unmodeled or poorliields [fs, [fo, f3]] and [f4,[fo, f4]] have equal forward mo-
modeled physical parameters. Note that at the beginninigeof tion and opposite yaw motion for identical input parameters
experimental run, the pectoral fins were at their pitch lifiite  Applying a bias to the motion will also generate changes in
overall magnitude of pectoral fin pitch was of the same orddepth. This effect can be used for depth control similarly to
for both simulation and experiment, although the settlinget that demonstrated above for tail propulsion. To this end, th
was not as fast in the experiment as in the simulation. Olyeralontrols

however, the results are quite reasonable. . (27
U3 = Ug = Q34 Sin ?wt + (61)
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Fig. 9. Simulated (a) and experimental (b) depth regulationgupectoral fin actuation for both propulsion and depth leiipn.

wherey = —kye, — kqé, — k; [ e, ande, = x5 — 234 were not been studied as thoroughly as steady locomotion or other
used to produce the depth regulation results shown in Fig.pg&riodic behaviors, the use of transient effects may have
The control parameters weke;, = 25deg, %ﬂu = 1.9Hz, connections to optimization tasks for engineered systémss.

kp, = 0.25 deg/lcm,k; = 0.063 degs/cm, andk; = 0.25 with the other fin-actuated devices used to demonstrate fast
deg/cms. Comparing the simulation and experimental resustarts and snap turns, the fin-actuated robot presentedsin th
demonstrates that, again, the experimental system hadeto paper is capable of producing these maneuvers. However, no
more effort to achieve the given tracking task and the settli prior work has addressed the construction and evaluation of
time was longer. Also, in the experimental system, the steadn analytic dynamics model able to replicate these behavior
state offset of the pectoral fins is not zero as the systebhearly such a model has significant usefulness for purposes
is positively buoyant, requiring the fins to constantly worlof control synthesis for fin-actuated vehicles and for sadi

to maintain a fixed depth. Overall, however, the results aoé live fish behaviors. In order to evaluate the model in Sec.

acceptable. [l for its ability to produce reasonable transient respmef

7) Agile maneuvering:As discussed in the introduction, fin-actuated vehicles, images of goldfish spinal shape durin
live fish are capable of performing agile maneuvers such @sSn@p turn behavior [14] were digitized. A least squares
fast-starts and snap-turns, which are characterized byggesi OPtimization was Fhen used to find joint angles that produce
non-periodic, or transient, motion. While these behaviangeh @ obot configuration that matches, as closely as possfize, t
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performing a parameter fit between the experimental system
and the simulation would lead to greater agreement in the
results. These points are the topic of ongoing work with this
system.

Given the demonstrated agreement, at least qualitatively,
between the model and experiment, a number of control
theoretic questions can be addressed. Of particular sitese
the development of tests for controllability that are aggtile
to the type of system here where existing tests fail for
initial conditions with zero velocity (such as when lift and
drag are incorporated into dynamics models). With respect
to the snap turn behavior specifically, the given results for
the experimental system are reasonable, and the fact that th
simulation agrees at least qualitatively indicates thatrttodel
can be used to address some questions regarding transient
behaviors that are generally considered to require ungtead
forces. Exactly how far this model can be taken, and how much
it can be improved by the use of more accurate parameters or
more accurate accounting of added mass, remains to be seen,
but the implications for development of analytical methads

goldfish shape. These values were then spline fit to cregi@mising.

smooth joint angle functions (Fig. 10) that were used to
generate the results in Fig. 11. The amplitude of the motion
was scaled with a constant parameterto produce larger
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angular changes. Note that for the purposes here of evaduati The authors would like to thank Charlie Matlack, Emmett
the model for its ability to generate transient behaviong tLalish, Timothy La Fond and Jennifer Zhang for their assis-

particular means of finding controls that generate a snap td@nce in the lab.

in the physical system are not so important as the end result
of a snap turn being produced.

The heading angle in the experimental results was capturTH
using the on-board magnetic compass. Due to the low data
rate of the compass, the data is somewhat noisy, but clearB]
the vehicle demonstrates a sharp, non-periodic change
orientation with the given controls. In both the experimem[g]
and the simulation, an initial sharp turn is followed by a 8ma
return, then a more slowly increasing orientation. The ltssu [
in both cases are qualitatively similar, although the @hisharp
turn in the simulation is much smaller than in experiment
and the final slower orientation change is much larger. The!
difference in net motion and component magnitudes is likely
due to a mismatch of lift and drag coefficients as well as added
mass approximations between the model and the physic@
system. However, the results do indicate that the simudatio
will produce agile motions of the type possible in physical
systems.

(7]

8
VI. CONCLUSIONS AND FUTURE WORK e
In the work presented here, techniques from geometrig;
modeling and nonlinear control theory have been applied to
the task of control synthesis for a fin-actuated robot. A greﬁ !
deal of the prior work in this area has focused on the use o?
kinematic models and numerical methods that do not permit
the development of analytical control theoretic technguellll
While the model being used is quite simplistic, the given
results demonstrate that the given simplified model is safftc [12]
as a design tool for these operation conditions. Clearly, a
more accurate model, with higher order fluid effects, woul%s]
lead to better response in the simulated system. Additignal
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