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ABSTRACT
With only a few floating offshore wind turbine (FOWT) farms deployed anywhere in the world, FOWT technology is still in its 
infancy, building on a modicum of real-world experience to advance the nascent industry. To support further development, engi-
neers rely heavily on modeling tools to accurately portray the behavior of these complex systems under realistic environmental 
conditions. This reliance creates a need for verification and validation of such tools to improve reliability of load and dynamic 
response prediction and analysis capabilities of FOWT systems. The Offshore Code Comparison Collaboration, Continued with 
Correlation and unCertainty (OC6) project was created under the framework of the International Energy Agency to address this 
need and considers a three-sided verification and validation between engineering level models, computational fluid dynamics 
(CFD), and experimental results. In this paper, a novel floating offshore wind platform, the Stiesdal TetraSpar, is simulated using 
CFD under the load conditions defined by Phase IV of the OC6 project. The comparison of these CFD results against the exper-
imental results demonstrated the ability to predict the platform response to waves when imposing the measured wave signals as 
input. Although validation versus experiment was largely successful, the damping behavior was impacted by uncertainties likely 
originating from the mooring system and sensor umbilical cable. This extensive comparison effort with multiple CFD practition-
ers offers insight into best practices to achieve reliable results.

1   |   Introduction

The floating offshore wind (OSW) industry is expected to play 
a major role in the global clean energy transition. These float-
ing systems are particularly favorable compared to fixed as 
they allow access to deeper waters with more space and higher 
wind potential, while also minimizing public concerns for vi-
sual, noise, and environmental impacts.

However, compared to their fixed onshore/offshore counter-
parts, floating offshore wind turbines (FOWTs) are currently 
not as commercially viable, largely due to their technological 
immaturity, high installation and maintenance costs, and 
complex operating conditions. As a result, significant work is 
needed to optimize the design and implementation of FOWTs 
to reduce life cycle costs and maximize performance before 
they can become widespread. In particular, understanding 
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and predicting how these systems behave in a real-world off-
shore environment is critical.

FOWT systems are complex, comprising a wind turbine and 
control system, a floating support platform, and mooring lines 
anchoring the system to the sea floor. Unlike fixed-bottom 
platforms, FOWTs face six degrees-of-freedom (DOF) motion 
that is excited by the combined influence of marine environ-
mental loads (especially wind and waves) and system restor-
ing loads (from hydrostatics and moorings) [1]. Due to the 
variability and coupled nature of these forces, the resulting 
dynamic response and overall system loading on FOWTs is 
especially difficult to predict [2].

To ensure safe and efficient design, operation, and maintenance 
of FOWTs, understanding and predicting how these systems 
will behave prior to full-scale deployment is critical. Thus, a key 
area of research is in improving modeling techniques to simu-
late these complex systems in a controlled environment. Otter 
et al. [3] provide a comprehensive review of such modeling tech-
niques, expanding on other reviews of physical [4–7] and nu-
merical [8, 9] modeling approaches.

Among the numerical modeling approaches, computational 
fluid dynamics (CFD) plays a key role in simulating the aero-
dynamic and hydrodynamic interactions on FOWTs. Some re-
cent reviews on CFD modeling of FOWTs were conducted by 
Xu et al. [10], Zhang et al. [11], Haider et al. [12], and Darling 
and Schmidt [13]. While CFD tends to be computationally 
demanding compared to mid-fidelity engineering models, 
it offers higher accuracy and can capture more aspects of 
the highly-integrated offshore environment with minimal 
assumptions [10]. However, CFD still requires validation 
against experimental measurements to confirm its predictive 
capabilities.

The Offshore Code Comparison Collaboration (OC3) through 
Offshore Code Comparison Collaboration, Continued with 
Correlation and unCertainty (OC6) projects were created 
under the framework of the International Energy Agency 
(IEA) Wind Technology Collaboration Programme to address 
this need for model validation [14]. This project series began 

with the OC3 [15] and OC4 [16, 17] projects, under IEA Wind 
Tasks 23 and 30, respectively. These projects, running from 
2005-2013, focused on verifying modeling tools via code-to-
code comparisons of simulated responses from several differ-
ent models. Following this work, the OC5 project [18–22] ran 
from 2014 to 2018 and focused on validating simulation results 
against real test data from the Alpha Ventus OSW farm. As an 
extension of previous Task 30 research, the OC6 project was 
conducted throughout 2019–2023 and included high-fidelity 
CFD in the validation process among engineering-level tools 
and measured data [23]. This project consists of four phases, 
focused on different aspects of FOWT design: Phase I [24–26] 
considers the hydrodynamic response of floating support 
structures, especially the nonlinear low-frequency responses, 
Phase II [27] considers soil/structure interaction, Phase III 
[28, 29] considers aerodynamic loading on a wind turbine 
rotor under motion, and Phase IV [30] considers full-system 
hydrodynamic and aerodynamic interaction. Finally, the OC7 
[31] project is currently underway for 2024–2027, as part of a 
new Task 56.

The current paper contributes to OC6 Phase IV, focusing on 
benchmarking and validating models of a novel FOWT sup-
port structure [14]. The first part of this phase was discussed 
by Bergua et al. [30], focusing on mid-fidelity models, and the 
present paper extends this discussion, focusing on high-fidelity 
CFD. This work aims to validate the CFD results and identify 
best practices for achieving accurate predictions by comparing 
methods and results of three participating institutions.

2   |   Simulation Target

OC6 Phase IV considers the coupled dynamic characteristics of 
the Stiesdal TetraSpar FOWT platform [32]. To determine the 
accuracy of the CFD results for the FOWT under hydrodynamic 
and aerodynamic loading, the calculated results are compared 
against experimental data on a 1:43 Froude-scaled model of 
the TetraSpar. This experimental campaign was conducted at 
the Harold Alfond Wind-Wave Ocean Engineering Laboratory 
at the University of Maine in 2018–2019 [33] and demonstrates 
platform responses in various controlled conditions.

FIGURE 1    |    TetraSpar full-scale platform (left) and model view (middle) used with permission from Stiesdal [32]. Also shown is the reduced-scale 
model's mooring layout including the sensor umbilical cable bundle used in the experimental campaign (right).
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2.1   |   Model Description

The TetraSpar platform (Figure  1) was designed by Stiesdal 
Offshore Technologies and supports a 3.6 MW Siemens Gamesa 
wind turbine. The TetraSpar consists of two separate structures: 
a tetrahedral-shaped hull supporting the tower and a triangular, 
high-density, hanging keel ballast. Six taut cables (keel lines) 
connect the two structures. A full-scale TetraSpar demonstra-
tion project was installed in Norway in 2021 and is now fully op-
erational, but Phase IV only considers the reduced-scale model 
from the University of Maine experiments. Refer to Allen and 
Fowler [33] and Wiley et al. [34] for more information on how 
Froude scaling was applied to the model. Also note that the fol-
lowing descriptions and dimensions of the TetraSpar refer to 
the experimental model converted to full-scale, unless specified 
otherwise.

The mooring configuration of the reduced-scale model 
(Figure 1, right) consists of three chain catenary mooring lines 
with fixed anchor locations. Each line is made of a lighter upper 
section and a heavier lower section. The total chain length is 
about 700 m for the upwind line (Line 2) and about 300 m each 
for the two downwind lines (Lines 1 and 3) [34]. The full-scale 
water depth is 193.5 m. In addition to the three mooring lines, a 
sensor umbilical cable bundle was included to house the sensor 
cables and provide electrical power to the turbine during the ex-
perimental campaign and thus is also included in the numerical 
models for effective comparison.

The TetraSpar tower is 76 m tall and weighs 151 ⋅ 103 kg. For the 
experiments, the tower is made of aluminum and carbon fiber. 
The rotor-nacelle assembly (RNA) was also present in the ex-
periments, though it was included as a lumped mass in most of 
the numerical simulations since the primary focus was on the 
hydrodynamics of the system. The total system mass is 6.08 ⋅ 106 
kg, with the center of gravity (COG) at 39.9 m below mean water 
level (MWL). The origin of the system is located at the intersec-
tion of the MWL and the vertical axis of the FOWT. Wind and 
wave propagation is in the + x direction. More detailed infor-
mation, dimensions, and properties of the physical model and 
its components are included in the OC6 Phase IV model defini-
tion document [34] (from here on referred to as “the definition 
document”).

2.2   |   Load Cases

OC6 Phase IV considers various system identification tests and 
environmental load cases (LCs) that serve to check system prop-
erties and validate the models [34].

Table 1 provides a summary of the load cases studied in this paper, 
including the system equilibrium (LC1.1), free decay in surge/
heave/pitch (LC2.1-2.3), wind-only conditions for rated thrust 
considering the floating system (LC3.1) and a fixed boundary 
condition at the tower base (LC3.4), and wave-only conditions 
considering regular (LC4.1) and irregular (LC4.3) waves. Brief 
descriptions of each case are included in Sections 2.2.1, 2.2.2, 
and 2.2.3. Additional information can be found in the definition 
document [34].

2.2.1   |   System Identification Tests

Equilibrium and static offset tests were used to assess the prop-
erties of the platform and mooring system. The test considered 
in this study (LC1.1) was conducted in still water conditions 
only under the influence of the mooring system. This test aims 
to verify the platform stability and equilibrium position of the 
modeled system.

Free decay tests (LC2.1–2.3) were also conducted to verify the 
calculated natural periods and hydrodynamic damping values 
of the FOWT system. For each case, the system was given an 
initial displacement (see Table 2) for the respective DOF, relative 
to the equilibrium position from LC1.1 [34]. Note that the blade 
pitch angles (90° for surge and pitch free decay and 0° for heave 
free decay) were selected to minimize aerodynamic contribu-
tions in the experiment's damping results.

2.2.2   |   Wind-Only Cases

The wind-only cases in this investigation (LC3.1, LC3.4) are 
used to examine the thrust properties of the simulated wind 
turbine. These tests were conducted under steady and uniform 
wind in still water conditions. For LC3.1, the system is floating 
freely in all 6-DOF and held in place by the mooring system, 
while in LC3.4, the platform is fixed in each DOF [34]. The fixed 
case serves to verify the aerodynamic loads without the influ-
ence of platform motion. Note that the tower was modeled as a 
rigid object in the CFD simulations.

2.2.3   |   Wave-Only Cases

The wave-only cases that this study considers are two post-rated 
conditions, LC4.1 (regular waves) and LC4.3 (irregular waves). 
LC4.1 considers regular waves with a wave height of 8.31 m and 
a period of 12.41 s. The irregular waves in LC4.3 follow a sim-
plified version of the Torsethaugen analytical wave spectrum, 
shown in Equation (1) [35]. Note that the peak enhancement fac-
tor (�) values were customized to match the experimental model 
test conditions, rather than the actual Torsethaugen formulation 
for � [34]

where S(f) is wave energy density (m2∕Hz), f is wave frequency 
(Hz), Hs is significant wave height (m), Tp is peak period (s), � 
is the peak enhancement factor, and � is the spectral width pa-
rameter (which equals 0.07 for frequencies less than the peak 
frequency, and 0.09 for frequencies greater than the peak fre-
quency) [35].

3   |   Numerical Methods

The TetraSpar was simulated by three groups, using three dif-
ferent CFD codes:
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1.	 University of Massachusetts, Amherst (UMA) and 
Convergent Science Inc. (CSI) using CONVERGE v3.1.

2.	 Maritime Research Institute Netherlands (MARIN) using 
ReFRESCO v2.8.

3.	 National Renewable Energy Laboratory (NREL) using 
STAR-CCM+ 2306.

Methods and results from each group were compared against 
each other and against the experimental results. Mid-fidelity 
results obtained using the NREL OpenFAST [36] tool are also 
included for comparison of the free decay tests (LC2.1-2.3) 
since there are uncertainties associated with the experimen-
tal setup (see Section 4). These mid-fidelity simulations were 

conducted by NREL's National Wind Technology Center. The 
results in the present report are obtained from an OpenFAST 
model slightly modified from the one reported in Bergua 
et al., [30] with structural flexibility disabled. This modifica-
tion was done to better compare with the CFD models, which 
also employed rigid body assumptions. Furthermore, the num-
ber of discretization elements of the mooring lines is increased 
to better capture the responses of the downwind cables.

The three CFD models discussed in this report follow the gen-
eral OC6 Phase IV project guidelines [34] but are also unique in 
terms of mesh construction, boundary conditions, and numeri-
cal models/schemes (which are summarized in Table 3 and de-
scribed in more detail in the following sections).

For all groups, a digital model of the platform geometry was 
provided; however, some modification was required to generate 
suitable computational meshes due to some challenging geomet-
ric features. 

•	 For CSI/UMA and MARIN, the sharp points at the ends 
of the cylindrical structures of the hull and keel are cut off 
at a small distance from the end. This results in a slightly 
smaller displacement which is compensated for by reducing 

TABLE 1    |    Summary of OC6 Phase IV load cases investigated using computational fluid dynamics simulations.

Load 
case Description

Wind 
conditions

Marine 
conditions Comparison type

Static analysis 1.1 Equilibrium None Still water Static response

Free decay 2.1 Surge None Still water Time series (t = 800 s)

2.2 Heave None Still water Time series (t = 300 s)

2.3 Pitch None Still water Time series (t = 500 s)

Wind-only 3.1 Rated wind (floating) Steady wind, 
Vhub = 9.89 

m/s,  Ω = 12.2 
rpm, � = -6.2 ◦

Still water Mean response

3.4 Rated wind (fixed) Steady wind, 
Vhub = 9.89 

m/s,  Ω = 12.2 
rpm, � = -6.2 ◦

Still water Steady response

Wave-only 4.1 Post-rated condition None, Ω = 0 
rpm, � = 0 ◦

Regular waves: 
H = 8.31 m, 
T = 12.41 s

Time series (t = 3,934 s)

4.3 Post-rated condition None, Ω = 0 
rpm, � = 0 ◦

Irregular waves: 
Torsethaugen 

spectrum, Hs = 8 m, 
Tp = 12.2 s, � = 2.7

Time series (t = 10,977 s)

Vhub: average wind speed at hub-height H: regular wave height Hs: significant 
wave height

Ω: rotor speed T: regular wave period Tp: peak-spectral 
wave period

�: blade pitch angle t: time �: peak-enhancement 
factor

TABLE 2    |    Simulation free decay matrix.

Load case
Initial 

position
Blade pitch 

set point

2.1: Surge-decay 8.77 m 90°

2.2: Heave-decay 8.59 m 0°

2.3: Pitch-decay 4.62° 90°
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the mass of the floater. For NREL, the sharp points are re-
placed with small partial spheres to minimize the change in 
displaced volume while avoiding sharp points.

•	 For all groups, the cylindrical structures of the hull and 
keel are slightly moved outwards to have a small gap be-
tween the members, thus avoiding tangent surfaces. This 

may have a small influence on the added mass in heave and 
pitch directions.

•	 For all groups, the inclined cylindrical elements of the hull 
are extended towards and solidly joined with the center col-
umn. As this connection is above water, it has negligible 
influence on the hydrodynamic response.

TABLE 3    |    List of participating institutions and respective CFD methods.

CSI/UMA MARIN NREL

CFD Software CONVERGE v3.1 
(commercial)

ReFRESCO v.2.8 (in-house) STAR-CCM+ 2306 
(commercial)

Load Cases Run LC1.1, LC2.1, LC2.2, 
LC2.3, LC3.1, LC3.4, 

LC4.1, LC4.3

LC1.1, LC2.1, LC2.2, LC2.3, 
LC3.1, LC3.4, LC4.1, LC4.3

LC1.1, LC2.1, LC2.2, 
LC2.3, LC4.1

Momentum advection scheme Second-order MUSCL 
with minmod flux limiter

Van Leer Harmonic TVD scheme Hybrid second-order 
upwind/bounded-

central differencing 
(Hybrid-BCD)

Pressure/velocity coupling 
scheme

PISO SIMPLE SIMPLE

Interface treatment VOF-HRIC ReFRICS VOF-HRIC

Turbulence model LES with Standard 
Smagorinsky, Cs = 0.1; 
Werner-Wengle model 

for near-wall flow

k-� SST with Larsen 
correction for free surface

Spalart–Allmaras DES 
and all-y+ wall treatment

Mooring Line Model Dynamic finite-segment 
approach (based on 

lumped-mass approach) 
with seabed interaction

Mooring cables: dynamic anchor 
lines, coupled with aNySIM-
XMF. Umbilical: quasi-static 
catenary anchor line model

Dynamic lumped-mass 
model for the mooring 
lines with coupling to 
MoorDyn v2. Quasi-

steady catenary model 
for the umbilical

Rotor Model ALM (LC3.1, LC3.4) Blade-resolved N/A

Mesh Type Cartesian cut-cell Unstructured, body-fitted mesh 
with arbitrary hexahedral cells

Core volume mesh 
generated using the 

trimmed cell mesher

Near Surface Refinement Local refinements around 
water surface and FOWT

Volumetric refinement 
zones around structures

Prism-layer mesher for 
the near-wall mesh

Dynamic Meshing Strategy AMR based on oct-
tree refinement

Deforming and sliding mesh are 
used for platform motion 

and turbine blade rotation

Mesh morphing

Cell Count (Millions) 0.7 (LC2.1-2.3), 1.0 (LC3.1, 
LC3.4), 3.5 (LC4.1, LC 4.3)

10.7 (LC2.1-2.3), 16.9 (LC3.1), 
5.9 (LC3.4), 10.7 (LC4.1, LC4.3)

13.6 (LC2.1-2.3), 
20.7 (LC4.1)

Wave Generation LC4.1: second-order Stokes 
wave theory, LC 4.3: 

stochastic wave generation 
with Equation (1)

LC4.3: experimental wave 
time series is reproduced via 

second-order wave propagation 
theory and iterative matching

LC4.1: first-order wave 
model with specified 
amplitude and period

Wave Absorption Wave forcing/
relaxation zones

Wave forcing/relaxation zones Wave forcing/
relaxation zones

Scaling of Simulations Full-scale dimensions Model-scale dimensions, 
results scaled up after

Full-scale dimensions 
with model-scale viscosity
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Another important distinction between the CFD models is how 
the results were scaled: The CSI/UMA simulations are run at 
full-scale, based on the 1:43 Froude scaling; note that simulating 
at full-scale may have an impact on the hydrodynamic damping 
for these cylindrical structures. MARIN's simulations are run 
at model-scale for a “model-the-model” comparison; the results 
are scaled up at the end using the same Froude-scaling. NREL 
also adopted the “model-the-model” approach, but the simula-
tions are performed with full-scale dimensions; the viscosities 
of water and air are increased accordingly to match the model-
scale Reynolds number.

3.1   |   CSI/UMA Methods

CSI and UMA conducted the simulations using the CONVERGE 
v3.1 CFD software [37]. A summary of the methods used is 
included below and are described in more detail in Sadique 
et al. [38].

This CFD package uses autonomous meshing based on oct-tree 
refinement. The code generates the wind–wave coupled envi-
ronmental flows as inflow boundary and initial conditions [39]. 
The wind and waves are tightly coupled using the volume-of-
fluid (VOF) method. To maintain sharpness at the air-water in-
terface, a high resolution interface capturing (HRIC) scheme is 
used for the fluxes at the faces of each grid cell [40]. To solve 
the Navier–Stokes equations (NSE), the pressure-implicit with 
splitting of operators (PISO) scheme is employed for pressure/
velocity coupling, and large eddy simulation (LES) with a 
Smagorinsky turbulence model (with a constant Smagorinsky 
coefficient, Cs = 0.1) is used to represent the effects of the sub-
grid scales. The dynamic Smagorinsky model was also tested 
but had minimal impact on the results. A second-order MUSCL 
scheme with the minmod flux limiter is used for advection, and 
the Werner–Wengle model [41] is used to model the unresolved 
near-wall flow around the platform.

For the wind-only cases, the turbine blades are modeled using 
the actuator-line model (ALM) [42]. In this model, each blade is 
represented by a volumeless line along which aerodynamic body 
forces are determined. Lift and drag contributions at each point 
along the lines are computed based on (1) local flow conditions 

from the CFD to calculate angle of attack, �, inherently tak-
ing into account some 3D unsteady effects, and (2) airfoil data, 
that is, lift and drag coefficients found in XFOIL, provided in 
Appendix B of the definition document [34]. In general, un-
steady aerodynamic effects due to dynamic stall are considered 
to be negligible for LC3.1, since the change in � is small as the 
motion of the FOWT becomes quasi-steady after the initial tran-
sient. As demonstrated by Papi et al. [43], ALM using static po-
lars is sufficient to obtain accurate results for FOWTs when the 
pitching oscillation is small.

The mooring cables are modeled by a dynamic finite-segment 
approach, which is based on the lumped-mass approach with 
seabed interaction and can handle varying cable properties [44]. 
The dynamic response of the FOWT platform is modeled as the 
6-DOF motions by the fluid–structure interaction (FSI) [38, 44].

For cases without the rotor included, the box-shaped compu-
tational domain (Figure  2) is 600 × 227 × 280 m. The FOWT 
is located at 445 m from the inlet, and the MWL is at z = 0 
m. Cartesian cut-cell meshing is utilized with local refine-
ments around the water surface and platform. A base grid of 
16 × 16 × 16 m is used for all cases. Additional prescribed mesh 
refinements are embedded from 40 m below to 40 m above the 
MWL (4 x 4 x 4 m), around the FOWT (4 x 4 x 4 m), and at the 
structure surface (0.25 × 0.25 × 0.25 m). An adaptive mesh re-
finement (AMR) based on the instantaneous local void fraction 
value � is used to give a resolution of 0.5 × 0.5 × 0.5 m at the air–
water interface. Here, a void fraction range of 0.3 < 𝛼 < 0.7 is 
used as the AMR criterion to provide adequate resolution at a 
reasonable cost. The total cell count is about 0.67 million for the 
free decay cases (LC2.1-2.3) and about 3.5 million for the wave-
only cases (LC4.1 and LC4.3). A constant time step is used: 0.05 
s for the free decay cases and 0.02 s for the wave-only cases.

In the wind-only cases (LC3.1 and LC3.4), besides the hull and 
keel, the geometries of the tower and nacelle are also included, 
and the rotor is modeled by the ALM. The domain size is in-
creased to 1130 × 387 × 600 m to reduce the numerical blockage 
effect which is known to affect the rotor aerodynamics. The 
turbine is located at 3.5D (where D = 129 m is the rotor diame-
ter) from the inlet and 5.26D from the outlet. Moreover, around 
the turbine blades, a resolution of 2 m is generated via the AMR 

FIGURE 2    |    CSI/UMA model for LC4.1 including: (a) a side view of the computational mesh and platform, (b) a zoomed-in view of the grid around 
the hull and free-surface.



7 of 20

based on the values of ALM forces (i.e., the AMR is activated 
near where the magnitude of ALM force is non-zero), shown in 
Figure  3. To further reduce the computational cost, a coarser 
resolution of 1 m is used at the air–water interface, because no 
apparent waves are present, resulting in a total cell count of only 
about 1 million for these cases. Here, the time step (about 0.004 
s) is restricted by the rotational speed of the turbine, only allow-
ing the turbine to move across one CFD cell per time step.

The boundary conditions include symmetric conditions at the 
lateral sides, an outflow condition with atmospheric pressure 
at the top, no-slip wall at the bottom, and the zero-gradient 
Neumann condition for all variables at the outlet. Analytical 
waves are generated in terms of flow velocity and density dis-
tribution at the inlet where a Neumann condition is applied to 
the pressure. Specifically, for the regular waves in LC4.1, the 
second-order Stokes wave theory is used with the prescribed 
wave height and period, and for LC4.3, stochastic waves are 
generated following the provided analytical wave spectrum 
from Equation (1) (so the waves in LC4.3 are only the same as 
the experiment in a statistical sense). For the wind-only cases, 
a power law with an exponent  of 10−4 is used to generate the 
nearly uniform wind profile.

Additionally, to prevent numerical wave reflection back into 
the domain, wave relaxation zones, each with a length of 
200 m, are added at the inlet and outlet. The relaxation zones 
act as momentum and mass sinks to gradually relax the prop-
agating waves to a prescribed condition by an exponential 
weighting function [45–47]. The theoretical wave condition 

is prescribed at the inlet and the calm water condition at the 
outlet.

3.2   |   MARIN Methods

Another set of simulations was conducted by MARIN using 
the CFD code ReFRESCO v2.8 [48]. The rectangular compu-
tational domain has side walls positioned approximately at the 
same distance from the FOWT as in the model tests, that is, at 

FIGURE 3    |    CSI/UMA instantaneous CFD mesh for LC3.4, shown at two orthogonal cross planes. The red surfaces represent the ALM force with 
magnitude of 4 N∕m3.

FIGURE 4    |    MARIN's computational domain for the complete sys-
tem. The blue line indicates the location of the free surface.
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4.5 m (193.5 m full-scale) with respect to the hull COG. The inlet 
and outlet of the domain are positioned at 9 m from the center 
of the platform (387 m full-scale), which is equal to three times 
the rotor diameter. When calculations are carried out with the 
hull present, the bottom of the domain is chosen at the same 
depth as in the model tests (4.5 m model-scale). For LC3.4, only 
the turbine is present in the calculations and thus the bottom 
of the domain is chosen at the water surface instead. The top of 
the domain is defined at a height of 4.5 m model-scale. The com-
putational domain is illustrated in Figure 4 for the calculations 
with the complete FOWT system.

For the rotor, a blade-resolved approach is used with the provided 
blade geometry [34]. The nacelle geometry is schematized by a cyl-
inder following the outline of the nacelle used in the model tests. 
The nose of the nacelle is chosen to be a rounded cap whereas in 
the model tests, no nose cap was present. It is assumed that these 
simplifications have little influence on the aerodynamic loading 
on the turbine. The tower is taken as a rigid cylinder with a slightly 
larger diameter as used in the model tests.

The FOWT mass properties were prescribed for each com-
ponent separately, that is, for the RNA, tower, hull, keel, and 
umbilical. In the ReFRESCO simulations, the system was 
considered to be one body with a weight distribution and COG 
location combined from the mass and inertia properties of the 
separate components.

Using the time-domain code aNySIM-XMF [49], the mooring ca-
bles are modeled using dynamic anchor lines, and the umbilical 
was included using a quasi-static catenary anchor line model. 
The mooring code aNySIM-XMF is coupled to ReFRESCO 
through the 6-DOF equation of motion of the floater: 

where M denotes the 6-DOF dry mass and inertia ma-
trix, Ẍ  is the second-order time derivative of the state vec-
tor X = (x, y, z,�, �,�) with x, y, z, �, �, � representing the 
surge, sway, heave, roll, pitch and yaw motions, respectively. 
The hydrodynamic forces and moments, FH, are calculated in 
ReFRESCO by solving the NSE and then integrating the solu-
tion for pressure and shear stress over the surface of the FOWT.

For the meshing strategy, an unstructured, body-fitted com-
putational mesh with arbitrary hexahedral cells is used. 
Deforming mesh capabilities and sliding interfaces are utilized 
to account for the platform motions and turbine blade rotations. 
Computational grids are constructed with the grid generator 
software package Hexpress [50]. Volumetric refinement zones 
are placed around the FOWT to capture the important flow 
structures, such as the free surface, and local flow around the 
hull and turbine. The grid around the structure is refined to-
wards the solid surfaces to capture the boundary layers. Grids 
are made for the following configurations: 

•	 Hull-only inside the computational domain consisting of 5.9 
million cells (Figure 5).

•	 Tower and stationary part of the nacelle consisting of 0.8 
million cells as part of the complete computational grid for 
the turbine-only calculations.

•	 Rotor with blades and rotating part of the nacelle positioned 
inside a cylinder. The pitch angle of the blades are set to 
the pitch angle considered in the load case at hand, that is, 
−6.2°. The grid around the turbine consists of 9.9 million 
cells and is illustrated in Figure 6.

•	 Hull with tower, stationary part of the nacelle, and an empty 
cylinder at the location of the turbine rotor inside the com-
putational domain consist of 7.0 million cells as illustrated 
in Figure 7 as part of the complete computational grid for 
the complete FOWT.

Hence, the complete grid consists of 5.9 million cells for the hull-
only calculations, 10.7 million cells for the turbine-only calcu-
lations, and 16.9 million cells for the complete FOWT system.

In the ReFRESCO calculations, the harmonic total variation 
diminishing (TVD) scheme of van Leer is employed for the 
space-discretization of the momentum equations. To capture 
the air–water interface, ReFRICS is used [51]. To solve the NSE, 
the SIMPLE scheme is used for pressure/velocity coupling. The 
k-� SST model is used for the turbulence model in combination 
with the Larsen correction for the free surface [52]. The eddy-
viscosity ratio �T∕� is set to 1. Wall functions are used underwa-
ter as the maximum y+ values are around 50. Above water, no 
wall functions are used as the maximum y+ values are around 

(2)MẌ = FH + Fmoor ,

FIGURE 5    |    MARIN's computational mesh around (left) and on (right) the hull and keel structures.
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2. The time step Δt is chosen to be Δt = TN∕400, Δt = TR∕360, or 
Δt = TW∕400, whichever is smallest. Here, TN is the estimated 
natural period of the FOWT in surge, heave, or pitch direction, 
TR is the time needed for one rotation of the turbine blades, and 
TW is the wave period.

On the boundaries of the computational domain, the following 
conditions are imposed: 

•	 Top surface: constant pressure condition;

•	 Bottom and side surfaces: free-slip wall condition;

•	 Inlet and outlet: a nonreflective wave boundary condition 
is applied with wave amplitude set to zero or the specified 
wave amplitude;

•	 For the captive turbine in wind-only conditions, a uniform 
inflow velocity is prescribed and a zero-gradient outflow 
condition is imposed.

•	 Surfaces of the FOWT: no-slip wall condition.

For irregular wave generation, the experimental wave time se-
ries is reproduced as closely as possible utilizing second-order 
wave propagation theory and an iterative matching procedure.

The turbine rotation is accounted for via sliding interfaces 
around the blades; the mesh inside these interfaces rotates with 
the turbine. Meanwhile, to account for the platform motion, a 
deforming mesh is used around the platform and the turbine 
interfaces.

FIGURE 6    |    MARIN's computational mesh around the turbine (left) and on the surface of the turbine (right).

FIGURE 7    |    MARIN's computational grid for the complete system including hull and turbine rotor. Note, the blades are present in this grid, but 
they are located behind the cutting plane.



10 of 20 Wind Energy, 2025

During the CFD calculations, the residuals of the equations are 
monitored for each time step with the aim of reaching a residual 
level with L2-norm of 10−5 for all equations before proceeding to 
the next time step.

3.3   |   NREL CFD Methods

The final set of CFD simulations on the TetraSpar were con-
ducted by NREL's National Wind Technology Center, using the 
STAR-CCM+ 2306 CFD software [53]. NREL only conducted 
simulations for static equilibrium, free decay, and regular-
wave LCs.

Two box-shaped computational domains of different lengths (x
-direction) are used. For LC1.1-2.3 (without incident waves), the 
length is 600 m and for LC4.1 (with regular waves), the length 
is 1922.4 m (i.e., 8 wavelengths). The width and depth of both 
domains match those of the physical wave basin: 387 and 293.5 
m, respectively. With either setup, the floater is centered in the x
- and y-direction in the computational domain.

The core volume mesh is generated using the trimmed cell 
mesher of STAR-CCM+ in conjunction with a prism-layer 
mesher for the near-wall mesh. In the far field and away from the 
free surface, a large isotropic cell size of 13 m is specified. Near 
the floater, a box-shaped mesh-refinement zone encompassing 
both the hull and keel is included with a target isotropic cell size 
of 1.625 m. A second box-shaped zone encompassing only the 
keel refines the mesh to a target cell size of 0.8125 m. Finally, 
in the immediate vicinity of the structural members, cylindri-
cal mesh-refinement zones are placed along the center-lines of 
the various structural members to further refine the mesh to a 
target cell size of approximately 0.20 m. On all surfaces of the 
structure, prism layer meshes with 15 layers and a total thick-
ness of 0.48 m are generated. The thickness of the first layer is 
0.003 m, resulting in a constant layer-to-layer expansion ratio 
of 1.29. Prism layer meshes are omitted on the outer boundaries 
of the domain. The mesh near and below the free surface is also 
refined. For LC4.1, the free surface mesh has target cell sizes 
of 1.6 m, 3.3 m, and 0.4 m in the x-, y-, and z-directions, respec-
tively, across the entire domain, resulting in approximately 150 

cells per wavelength and 20 cells per wave height. The cell size 
is gradually increased with water depth. A coarse mesh is used 
above water. Overall, the mesh for the shorter domain has ap-
proximately 13.6 million cells. The mesh for the longer domain 
for LC4.1, shown in Figure  8, has approximately 20.7 million 
cells. Mesh morphing is used to accommodate the motion of the 
structure.

For the boundaries, velocity inlet conditions are used at the 
inlet and outlet; the bottom and side boundaries are treated 
as free-slip walls, and the top boundary is a pressure outlet 
with extrapolated backflow direction. For LC4.1, the incident 
waves are generated based on the first-order wave model with 
the specified wave amplitude and period from Table  1. The 
wave-field velocity and volume fraction are prescribed on the 
inlet and outlet boundaries. Wave-forcing/relaxation zones 
with a length of two wavelengths are placed next to the inlet 
and outlet boundaries to prevent the reflection of radiated and 
diffracted waves.

The two-phase flow is modeled using the VOF formulation. 
Turbulence is modeled with the Spalart–Allmaras detached 
eddy simulation and all-y+ wall treatment [53, 54]. To solve the 
NSE, the SIMPLE scheme is used with 20 iterations per time step 
for pressure/velocity coupling. A hybrid second-order upwind/
bounded-central differencing (Hybrid-BCD) scheme, the HRIC 
scheme, and second-order upwinding are, respectively, used for 
the advection of momentum, volume fraction, and the turbu-
lence variable (modified diffusivity). Also, an implicit second-
order (backward differencing) time scheme is used. A fixed time 
step is used for all simulations. The size of the time step depends 
on the load case. LC1.1 uses a large time step of 0.1 s. All free 
decay simulations (LC2.1-2.3) use a time step of 0.05 s. LC4.1 
(regular waves) uses a time step of 0.0375 s (approximately 330 
steps per wave period).

Since NREL did not run any aerodynamic cases, the rotor and 
tower are not modeled in the CFD simulations. The mooring 
lines are modeled by coupling to the dynamic lumped-mass 
mooring solver MoorDyn v2 [55]. The umbilical cable in the 
air is modeled quasi-statically using the catenary line model of 
STAR-CCM+. FSI is based on an implicit algorithm for coupling 

FIGURE 8    |    NREL's CFD mesh for LC4.1 in the vicinity of the platform.
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fluid flow and body motion that updates mesh morphing at each 
iteration within a time step [53].

4   |   Results and Discussion

In this section, results and discussions are presented for the LCs 
described in Table 1, including system identification tests, wind-
only cases, and wave-only cases. The results for each model are 
labeled as follows:

•	 CSI/UMA: Convergent Science Inc. and the University of 
Massachusetts, Amherst (CONVERGE, CFD)

•	 MARIN: Maritime Research Institute Netherlands 
(ReFRESCO, CFD)

•	 NREL: National Renewable Energy Laboratory (STAR-
CCM+, CFD)

•	 NREL-OF: National Renewable Energy Laboratory 
(OpenFAST)

For most LCs, the numerical model results are compared against 
the University of Maine experiments. Due to the lack of repeats 
available for these experimental runs, confidence intervals could 
not be computed formally. Only LC4.1 and LC4.3 have repeat ex-
periments available, for which uncertainty is represented in the 
results via a shaded region encapsulating all experimental runs.

4.1   |   System Identification Tests

To confirm the properties of the platform and mooring sys-
tem, equilibrium (LC1.1) and free decay (LC2.1-2.3) tests were 

conducted in still water conditions on the moored platform 
without wind or wave loading. In the equilibrium CFD calcula-
tions, the system did not yet reach a static offset position within 
the calculation duration provided by each group. Therefore, the 
offsets for these datasets were calculated by averaging over the 
last three periods (two periods for sway) of the time series for the 
respective DOF. The periods used are based on the full-scale sys-
tem natural frequencies from the definition document [34] (see 
Table 4). The equilibrium positions determined by this analysis 
were subtracted from the reported results in the remaining LCs 
for a more direct comparison.

From the LC1.1 test, the numerical models are consistent with 
the physical system in terms of the hull pitch equilibrium po-
sition. The experimental model faced a hull pitch rotation of 
−1.99° [34], and all three CFD models were within 0.25° of this 
value: The equilibrium hull pitch rotation was −2.08° for CSI/
UMA, −1.74° for MARIN, and −1.94° for NREL.

For the free decay tests (Figures 9–12), the system was given 
an initial displacement (see Table 2) relative to the LC1.1 equi-
librium position for the respective DOF: surge (LC2.1), heave 
(LC2.2), or pitch (LC2.3). Note that during the free decay tests 
in the experimental campaign, the surge resting position of 
the system was located 14 m upwind (at full-scale) relative 
to the origin. The exact reason for this difference in position 
is unknown but could be attributed to the sensor umbilical 
cable, the exact shape and location of the mooring lines on the 
basin floor, and the friction between the moorings and floor 
[30]. This effect likely impacts the restoring stiffness of the 
moorings and adds uncertainty to the experimental results. 
Refer to Bergua et al. [30] for more information on the uncer-
tainties present in the experimental results.

TABLE 4    |    Full-scale natural frequencies and respective periods calculated from UMaine experiment.

Roll Pitch Yaw Surge Sway Heave

Natural frequency (Hz) 0.029 0.030 0.007 0.0073 0.0044 0.025

Natural period (s) 34.48 33.33 142.86 136.99 227.27 40

FIGURE 9    |    LC2.1 surge free decay results, including (a) the original time series, (b) time series with new reference point, and (c) period. The col-
ored bars represent the numerical results, the dashed black line represents the experimental result, and the solid black line represents the OpenFAST 
result.
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Figures  9–11 show the free decay time series and period 
for surge (LC2.1), heave (LC2.2), and pitch (LC2.3), respec-
tively. In the time series plots, there is an apparent coupling 
between the different DOFs, which is particularly noticeable 
in Figure  9a (LC2.1), as there are multiple frequencies visi-
ble in the time series. The lower frequency corresponds to the 
surge natural frequency, while the higher frequencies come 
from other platform motions (primarily pitch). Note that 
this coupling is less visible in the experimental time series. 
Furthermore, in the MARIN datasets, some coupling between 
the different modes of motion can also be observed in LC2.2 
(Figure  10) and LC2.3 (Figure  11) that results in increasing 
motion response during the simulation.

To account for the coupling seen in LC2.1, the point of reference 
was shifted vertically downward from the hull COG until the 
frequency component associated with pitch motion was mini-
mized, to produce the signal shown in Figure 9b. The periods 
reported in Figures  9c–11c were then computed by averaging 
the duration between consecutive peaks/troughs of the respec-
tive signal. Note that the periods determined for the experiment 
closely match the expected natural periods from Table  4. The 
periods of the numerical simulations, including OpenFAST, 
match well with the experiment for heave but are slightly higher 
than the experiment for surge and pitch (likely due to the un-
certainties associated with the sensor umbilical cable in the 
experiment).

FIGURE 10    |    LC2.2 heave free decay results, including (a) the time series plot and (b) period. The colored bars represent the numerical results, the 
dashed black line is the experimental result, and the solid black line is the OpenFAST result.

FIGURE 11    |    LC2.3 pitch free decay results, including (a) the time series plot and (b) period. The colored bars represent the numerical results, the 
dashed black line is the experimental result, and the solid black line is the OpenFAST result.
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Damping ratios for each case (Figure 12) were calculated based 
on the logarithmic decrement approach described in Bergua 
et  al. [56]. In this approach, the logarithmic decrement (�) 
and then the damping ratio (�) are calculated from the differ-
ence in amplitude between consecutive peaks in the decay via 
Equations (3) and (4). 

where x(t) is the amplitude of the peak at time t  and x(t + T) is 
the amplitude of the next peak, one period (T) away. The damp-
ing ratios are calculated for each consecutive cycle along the 
decay (for both the positive and negative peaks) and are then 
averaged to yield the results in Figure 12. Note that the damping 
ratio results are subject to some uncertainty due to their depen-
dence on the chosen data (i.e., the range and number of peaks) 
for analysis. For example, the present analysis skips the first pe-
riod and uses all peaks in the next two periods for LC2.1 or the 
next four periods for LC2.2/LC2.3.

As seen in the damping ratio results, the experiment faced 
more damping compared to the numerical results in the 
surge direction. In the heave direction, the numerical damp-
ing ratios are relatively close to that calculated from the ex-
perimental data, although NREL-OF shows higher damping 
than the other cases. For the pitch motion, the damping ratio 
from NREL-OF is close to that of the experiment as a result 
of directly tuning to the experimental measurements, but the 
CFD models predict a lower value. Variations between the 
CFD models may be attributed to differences in the numerical 
set-up, for example, mesh resolution and mooring/umbilical 
cable solvers.

The higher damping observed from the experiment, especially 
in the surge and pitch directions, is likely caused by the addi-
tional energy dissipation from the contact between the basin 
floor and the mooring chains. The friction between the chains 
and the tank bottom is not modeled in the numerical simula-
tions. Furthermore, the repeated lifting and dropping of the 
chain on the tank bottom can also induce additional energy 
dissipation that is likely not accurately captured by the nu-
merical models.

4.2   |   Wind-Only Cases

LC3.1 and LC3.4 focus on the system responses under steady 
uniform wind loading and with still water conditions. CFD 
results for these cases were only collected for CSI/UMA and 
MARIN and are compared against the experimental data. In 
LC3.1, the system is free-floating (subject to 6-DOF motions) 
with the mooring lines holding it in place. In LC3.4, the system 
is not subject to any platform motions.

Figure  13 includes the results for the relative hull pitch and 
fairlead tensions for LC3.1. The former is calculated from the 
participants' reported results, subtracting the equilibrium offset 
condition from LC1.1. The fairlead tensions correspond to the 
loads for each of the respective mooring lines at the point where 
they connect to the platform. Fairlead 2 is the upwind moor-
ing line, and fairleads 1 and 3 are the two downwind lines, as 
depicted in Figure  1. Figure  14 compares the average aerody-
namic rotor thrust for the floating (LC3.1) versus fixed (LC3.4) 
platform. Note that the aerodynamic rotor thrust for the experi-
ment was not measured, so for comparison, the thrust was esti-
mated based on the tower base bending moment measurements 
from LC3.1 considering rigid body motion and disregarding 
the influence of the umbilical cables (see Bergua et al. [30] for 
a more detailed explanation of how this force was calculated). 

(3)� = ln
x(t)

x(t + T)
,

(4)� =
�

√

(2�)2 + �2
,

FIGURE 12    |    Damping ratio results for (a) LC2.1-surge, (b) LC2.2-heave, and (c) LC2.3-pitch. The colored bars represent the numerical results, the 
dashed black lines are the experimental results, and the solid black lines are the OpenFAST results.
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This estimation of 603 kilonewtons (kN) is included in Figure 14 
with a dashed black line. The actual thrust force is expected to 
be slightly lower than this approximated value when the tower 
flexibility is considered due to the lever arm distance contribu-
tions in tower and RNA weights with regard to the tower base.

The CFD results for fairlead 1 and 3 tensions (Figure  13b,d) 
match closely with the experimental results. However, for 
fairlead 2 (Figure  13c), the CFD simulations predict a lower 
tension than observed in the experiment. According to the 

previous OC6 Phase IV report [30], this difference is likely be-
cause the experiment has a large initial surge offset in resting 
conditions prior to applying the wind load. The MARIN results 
show a lower tension (839 kN) than CSI/UMA (915 kN), due 
to the lower aerodynamic rotor thrust that MARIN predicted 
(see Figure 14). The thrust for CSI/UMA is around 600 kN for 
LC3.1, while MARIN's prediction is around 500 kN. This dif-
ference likely attributes to the use of different rotor modeling 
approaches between MARIN and CSI/UMA: MARIN adopted 
a blade-resolved CFD approach, while CSI/UMA uses the ALM 
approach.

For the relative hull pitch (Figure 13a), the CFD models are both 
within 1° of the experimental value, with MARIN predicting a 
slightly lower value and CSI/UMA predicting a slightly higher 
value. Recall that the equilibrium hull pitch rotation from LC1.1 
was −1.99° for the experiment, −2.08° for CSI/UMA, and −1.74° 
for MARIN. When rated wind conditions are applied in LC3.1, 
the relative pitch rotation for the experiment, CSI/UMA, and 
MARIN are 6.90°, 7.74°, and 6.40°, respectively.

For both LC3.1 and LC3.4, the aerodynamic rotor thrust for CSI/
UMA matches closely with the estimated value, at around 600 
kN. The results for MARIN are slightly lower than this value 
at 495 kN for LC3.1 and 562 kN for LC3.4, again likely due to 
MARIN using a different rotor model than CSI/UMA. At pres-
ent, the reason for the difference in turbine thrust between 
LC3.1 and L3.4 in MARIN's results is unclear. One hypothesis 
is that at these low Reynolds numbers, the blade-resolved thrust 
results are sensitive to the larger blade pitch angle relative to the 
incoming flow when the platform is floating.

FIGURE 13    |    LC3.1 results for (a) relative hull pitch, (b) fairlead 1 tension, (c) fairlead 2 tension, and (d) fairlead 3 tension, with colored bars rep-
resenting numerical results and dashed black lines representing experimental results.

FIGURE 14    |    Average aerodynamic rotor thrust for LC3.1 and LC3.4. 
The dashed black line represents the estimation from the experimental-
ly measured bending moment from LC3.1. An estimation of the experi-
mental thrust force is not available for LC3.4, but it is expected that the 
thrust should be similar to LC3.1 for small platform pitch angles.
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4.3   |   Wave-Only Cases

LC4.1 and LC4.3 focus on the system responses under regular 
and irregular wave-only conditions, respectively, without wind 
loading. For LC4.3, CFD results were only collected for CSI/
UMA and MARIN.

To compare the results for LC4.1, response amplitude operators 
(RAOs) were calculated. The RAOs are the ratios of the response 
amplitudes (i.e., surge, heave or pitch motion) at the wave fre-
quency (around 0.081 Hz) to the incident wave amplitude. Both 
the response amplitudes and the wave amplitude at the wave 
frequency are estimated from fast Fourier transforms [30]. The 
first 300 s of the time series were removed from each dataset to 
remove transient effects. Figure 15 shows the RAOs for surge, 
heave, and pitch for each numerical model compared to the av-
erage RAOs from the three experimental runs.

For the surge RAO (Figure 15a), the MARIN results match the 
experimental result well, while the other models predict higher 
values. For heave (Figure  15b), the CSI/UMA simulation pre-
dicts a lower value than the experiment, while the other mod-
els predict slightly higher values. Finally, for pitch (Figure 15c), 
MARIN matches the experimental results closely, while the oth-
ers predict slightly lower values.

With the wave frequency of LC4.1 being far from any reso-
nance frequency of the system, it is reasonable to expect that 
the system damping has limited impact on the motion RAOs. 
Therefore, the differences between the numerical results and 
the measurements are most likely a consequence of the small 
differences in geometry and numerical set-up, uncertainties 
in the system mass properties, and the characterization of the 
moorings and umbilical.

For LC4.3 (irregular waves), the results are compared 
using power spectral densities (PSDs) of the wave elevation 
(Figure 16a–c) as well as the hull surge, heave, and pitch mo-
tions (Figure 17). These PSDs were computed using the Welch 
method [57, 58]. In this analysis, the signal is divided into 
segments with 90% overlap. Hamming windowing is used on 
each segment, with a frequency resolution of 0.002 Hz, cor-
responding to a window length of 500 s. The mean value is 
subtracted from each signal to remove the peak at 0 Hz, so that 
the energy at low frequencies is visible. Ideally, when show-
ing the PSD, all datasets should have the same duration for a 
direct comparison. However, the CFD simulations were not 
run for the full 10,977 s intended for this LC due to time and 
resource limitations: the CSI/UMA simulations have 3,300 s 
of data and the MARIN simulations have 630 s. Therefore, the 
two codes are compared separately against the experimental 
dataset, which was truncated to be the same duration as the 
respective CFD result. From this comparison, the signals with 
shorter duration appear to show more fluctuation in the fre-
quency spectrum, both in the experimental results and in the 
CFD results.

This fluctuation in the frequency spectrum is most noticeable in 
Figures 16b and 17d-f where the MARIN results are compared 
with the experimental results for the first 630s. In these figures, 
it can be observed that MARIN's PSD results are in close agree-
ment with the experimental results. This agreement is due to 
MARIN's effort in matching the wave time series in the simula-
tion with the experiment as described in Section 3.2.

In each PSD, a clear peak is apparent near the wave frequency 
(around 0.081 Hz). Although fluctuation is present in some cases, 
both CFD models are able to capture this peak frequency. A PSD 
integral can be calculated to characterize the level of response 

FIGURE 15    |    LC4.1 RAO results for (a) surge, (b) heave, and (c) pitch, with colored bars representing numerical results and a dashed black line 
representing the average of three experimental runs. A shaded gray region encapsulates all experimental runs. Note the gray region is very thin since 
the repeated experimental runs are nearly identical.
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over a given frequency range of interest, shown in Figures 16c 
and 18. To calculate the PSD integral, the area under the PSD 
curve is determined for the frequency range of 0.046–0.25 Hz for 
the wave elevation plots and 0.046–0.15 Hz for the surge, heave, 
and pitch plots, corresponding to the linear wave excitation 
region. This calculation is equivalent to the variance over the 

specified frequency range and is correlated with fatigue load-
ing [30].

In terms of the wave elevation results, MARIN imposes incoming 
waves that closely follow the experimental wave time series, while 
the CSI/UMA model generates stochastic waves according to the 

FIGURE 16    |    Comparison of LC4.3 wave elevation PSD from (a) CSI/UMA and (b) MARIN to the experimental measurements and (c) the PSD 
Integral for the 0.046–0.25 Hz range. Colored lines/bars represent the numerical results and dashed black lines represent the experimental results. 
Note that only one experimental run is available for the experimental wave elevation, so uncertainty is not accounted for.

FIGURE 17    |    LC4.3 PSD results for (a/d) surge, (b/e) heave, and (c/f) pitch with vertical gray lines at motion natural frequencies and the wave-
peak frequency. Note that there were two experimental runs for this load case.
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theoretical spectrum of Equation (1). Both techniques offer reason-
able results shown in the PSDs and PSD integral in Figure 16. In 
the PSDs for hull surge, heave, and pitch, an additional peak can 
be observed at the platform natural frequency for the respective 
DOF. MARIN is able to capture the energy at these peaks for all 
three cases well. CSI/UMA captures the peaks at the surge and 
pitch natural frequencies fairly well, but wider energy spreading is 
observed near the heave natural frequency for which the reason is 
still unknown and further investigation is needed. From the com-
parison of wave time series and platform response, it appears that 
the best agreement with experimental results can be obtained if 
the input wave time series to the CFD calculations is matched as 
closely as possible with the experimental wave time series. This 
finding is consistent with the findings of Robertson et al. from OC6 
Phase I [24], in which the wave realization techniques affected the 
ability to replicate the measured waves.

5   |   Conclusions

In support of the OC6 Phase IV project, participants from the 
University of Massachusetts Amherst, Convergent Science 
Inc, the Maritime Research Institute Netherlands, and the 
National Renewable Energy Laboratory used CFD mod-
eling approaches to investigate the TetraSpar FOWT plat-
form motion response under various environmental loading 
conditions. To validate the CFD results, a comparison was 
made against experimental measurements collected at the 
University of Maine. Another key objective of this work is to 
provide insight into the capability and accuracy of state-of-
the-art CFD modeling techniques to predict the loading on, 
and the dynamic response of, a FOWT platform.

One key finding from this investigation is that the CFD mod-
els were able to predict the freedecay periods well compared to 
the experimental results. However, in the experiments, much 
higher damping levels were observed than obtained with the 
CFD simulations. This is likely due to additional energy dissipa-
tion originating from the interaction of the mooring lines with 
the basin floor that was not included in the numerical models. 
There are also some uncertainties associated with the sensor 
umbilical cable in the experimental campaign that may affect 
these results. Additionally, the postprocessing of the free decay 

results is complicated due to the presence of multiple frequen-
cies in the decay signals, particularly for the case of surge decay 
motion. To account for this coupling, the point of reference was 
vertically shifted downward from the hull COG until the pitch 
frequency response was minimized.

From the wind-only cases, there was no observed benefit in 
using the blade-resolved approach over ALM for modeling 
the rotor. For the current problem, ALM is a pragmatic option 
since the results produced with this approach match well with 
the experimental results. The blade-resolved approach is more 
complex to set up and is computationally more expensive due to 
higher mesh requirements (refer to Table 3).

For the motion response in waves, the CFD models had good 
predictive capabilities for LC4.1 (regular waves), with small dis-
crepancies between the various CFD results and experimental 
results that can likely be attributed to CFD modeling differences 
and experimental uncertainties. In the context of irregular 
waves (LC4.3), the CFD results generally predicted the plat-
form responses well at the wave peak frequency, but challenges 
emerged when evaluating the low-frequency responses cor-
responding to the surge, heave, and pitch natural frequencies. 
This limitation may be attributed to differences in wave real-
ization and how accurately the groups replicate the measured 
waves. MARIN appears to better capture the low-frequency re-
sponses compared to CSI/UMA likely because MARIN uses an 
input wave time series that is very similar to the experimental 
wave time series, while CSI/UMA generates stochastic waves 
following the analytical spectrum. The latter could make the 
results more susceptible to statistical uncertainty. Accurate rep-
lication of the experimental wave time series is necessary for 
direct comparison.

The high cost of detailed CFD simulations requires accurate 
results to justify the required effort. Though most of the com-
putational predictions matched well with the experimental 
results, the ability to accurately predict system response in 
the low frequency range, near the natural frequencies, differs 
greatly between codes. These discrepancies may be sensitive 
to the irregular wave realization strategies. The limits on res-
olution imposed by computational cost may be another factor 
limiting accuracy. An additional area of interest is the damping 

FIGURE 18    |    LC4.3 PSD integral results for 0.046-0.15 Hz range for (a) surge, (b) heave, and (c) pitch, with colored bars representing numerical 
results and dashed black lines representing the average of 2 experimental runs. Note that the gray region is very thin since the experimental runs 
are nearly identical.
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differences between model-scale and full-scale simulations. 
Subsequent research will investigate the details of surge/pitch 
coupling in the computational results (i.e., for free decay) and 
novel ways of analyzing the computational data to systemati-
cally produce noncoupled results.
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