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Abstract 

This study investigates the influence of ambient conditions on cryogenic cooling times for 
medium-carbon steel-grade ISO EN 1.0456 (ASTM A333 Gr.6) processing pipes, focusing 
on the air velocity, ambient temperature, and cooling medium. Using MATLAB, baseline 
cooling times were computed for air velocities of 0–25 m s−1, considering both in-air cooling 
and saltwater environments. At a target temperature of −50 °C, which is critical for achieving 
specific impact energy absorption (Ei), the cooling times increased due to varying heat 
transfer coefficients influenced by the air velocity. Pipe wall thicknesses of 12.7 and 25.4 mm 
resulted in 5.7 and 6.9% increases in the cooling time, respectively. The viability of cryogenic 
conditions was validated for low-energy fracturing in carbon steel, utilising the MATLAB 
finite difference method model to simulate transient heat transfer. The impact of temperature 
on Ei was evaluated, and the efficiency of the proposed cryogenic cooling and cutting system 
was explored, incorporating factors such as air velocity and temperature. The importance of 
insulating effects in real-world applications was highlighted based on results obtained for the 
insulating residues. Validation against commercial finite element method software confirmed 
the accuracy of the numerical model, suggesting the broad applicability of these findings 
across carbon steel families. The critical role of the surface area in determining the cooling 
efficiency is also identified, and the trade-off between enhanced cooling, the internal surface 
area, costs, and energy consumption are discussed to advocate for a balanced approach. This 
research contributes to Sustainable Development Goals 9 (Industry, Innovation, and 
Infrastructure), 13 (Climate Action), and 14 (Life Bellow Water) by proposing an innovative 
and environmentally friendly cryogenic cooling technology to optimise the decommissioning 
of offshore structures. Overall, this study lays the groundwork for understanding the 
intricacies of cryogenic cooling to foster more sustainable and efficient manufacturing 
processes. 
 
Word count: 5,955 words, excluding references. 
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Nomenclature:  

Atmospheric pressure    ATM 
Cryogenic cooling and cutting system  CCCS 
Degrees Celsius   °C 
Density    ρ 

Dimensional grid size   Δx/Δy  

Heat transfer coefficient  Hx 

Impact energy absorption  Ei 

Kelvin    K 
Shear modulus    G 
Shear strength    σ 

Shear stress    τ 
Standard temperature and pressure STP 
Specific heat capacity   Cp 

Temperature difference   ΔT 
Thermal conductivity   λ 
Outer diameter    DO 

Wall thickness    Wt 

 

1. Introduction 

In the coming decades, thousands of offshore oil and gas 
structures worldwide will become obsolete and require 
decommissioning. However, current removal methods often 
fail to achieve optimal environmental, societal, and economic 
outcomes [1,2]. It is therefore crucial to evaluate 
decommissioning options based on environmental, financial, 
socioeconomic, and health and safety criteria. Previous 
research has demonstrated that ecosystem functions and 
services tend to improve as these structures age and vary 
geographically, emphasising the importance of an ecosystem-
based approach in decommissioning decisions. A comparative 
assessment of material, energy, and financial flows for various 
decommissioning scenarios, including the removal of large 
steel topsides and jackets, and their environmental impacts, is 
therefore necessary [3,4]. 

Despite the rigorous safety designs of offshore structures, 
their prolonged lifespans expose them to potential damage 
from factors such as collisions, explosions, corrosion, fatigue, 
and overloading. Predicting the initiation and propagation of 
fractures in these structures is a formidable challenge [5,6], 
especially considering the role of such factors in determining 
the necessary cutting time for repair or decommissioning 
[7,8]. In the North Sea Region, covering an area of 
approximately ~1119 km², decisions regarding the 
decommissioning or in-situ preservation of pipelines during 
their end-of-life cycles require meticulous consideration. 

Unfortunately, current data related to the environmental 
impacts of these alternatives are not readily available. In 
particular, for pipelines with an outer diameter (DO) >762 mm 

(30 in), it is imperative to reclaim ≥50% of the seabed 
occupied by these structures. However, the safe and cost-
effective removal of pipelines with a DO >406 mm (16 in) has 
not been tested on a large scale, thereby exposing a 
technological gap and underlining the intricacies of the 
considerable piping infrastructure found in the North Sea 
Region [9,10]. An alternative approach wherein the cutting 
ability is unaffected by the pipe DO is therefore required to 
bridge the technological gap in the decommissioning process 
[11]. In the dynamic realm of offshore platform 
decommissioning, the intricate interplay between the effects 
and techniques, coupled with a conscientious consideration of 
environmental aspects and management strategies, has 
emerged as a central focus for scientific advancement. Key 
dimensions that are known to influence offshore 
decommissioning, including environmental considerations 
and management practices, assume pivotal roles, and their 
significance is contingent on specific platform characteristics, 
such as the type and location [2]. However, the decision-
making process for the decommissioning of offshore 
platforms remains intertwined with uncertainties arising from 
hydrocarbon prices, maintenance costs, environmental 
impact, structural capacities, and deterioration [10]. Among 
these parameters, the integration of advanced technologies has 
emerged as a crucial factor for optimising efficiency and 
mitigating environmental impacts [2,12]. With an estimated 
2000 offshore platforms worldwide slated for 
decommissioning by 2040, this complex undertaking is not 
only financially demanding, but also necessitates rigorous 
adherence to national and international laws and regulations 
aimed at safeguarding the environment. As such, this process 
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demands innovative technological solutions for offshore 
decommissioning [10,12]. To date, scientific investigations in 
this field have spanned a spectrum of themes, encompassing 
the development of mathematical models for decision support, 
environmental impact analyses, criteria for selecting 
decommissioning options, reviews of decision support tools, 
and rankings of decommissioning alternatives. A leading 
force in this evolving landscape is the development of 
innovative technological solutions to facilitate the 
decommissioning process [9,10,12]. In general, this dynamic 
landscape calls for further exploration of novel cutting 
solutions to promote more sustainable offshore 
decommissioning practices [13,14]. The effects of the ambient 
environment on the cooling time of carbon steel for low-
energy fracturing [15] is of particular research interest, with 
alternatives being required to the current cutting techniques, 
wherein abrasive water jet (AWJ) cutting is especially 
prevalent in offshore structure decommissioning [16,17]. 
However, the current process for offshore decommissioning is 
both slow and time-consuming [18]. Thus, given the 
anticipated rise in demand for these services over the coming 
decade, the development of a quicker and more cost-effective 
cutting method could significantly benefit the industry. 
Developing such techniques is crucial as it can lead to more 
efficient project completion and potentially lower 
environmental [8,16]. Such improvements could also drive 
down costs and increase the feasibilities of decommissioning 
projects that are currently considered unviable due to 
technological and financial constraints. 

In alignment with the UN Sustainable Development Goals, 
particularly SDG 9 (Industry, Innovation, and Infrastructure), 
SDG 13 (Climate Action), and SDG 14 (Life Below Water), 
the current study aims to demonstrate the effects of ambient 
conditions on the cooling times of different carbon steel 
grades, specifically in the case of the EN1.0456 specimen 
(ASTM A333 Gr.6), wherein a novel cryogenic cooling and 
cutting system (CCCS) is proposed. Firstly, ductile-to-brittle 
transition temperature (DBTT) is investigated to understand 
this phenomenon in carbon steel at sub-zero temperatures. In 
addition, a finite difference method model (FDM-M) is 
created in MATLAB to simulate the transient heat transfer 
(THT) process for different carbon steel grades. Subsequently, 
the effects of the ambient temperature on the energy 
absorption (Ei) in carbon steel are evaluated in the context of 
low-energy fracturing. Furthermore, the cryogenic cooling 
required by the CCCS cutting process is investigated by 
applying a coolant to the surface of the carbon steel geometry. 
For example, using liquid nitrogen (LN2) as a cooling 
medium, its working fluid properties are examined 
considering the temperature and heat transfer coefficient, 
while the impact of this coolant on the energy absorption and 
cooling time of carbon steel is investigated [19,20,21,22]. 
Moreover, a range of ambient conditions are considered, 

including air velocity, ambient air temperature, and cooling 
medium, to determine their effects on the cooling time in an 
air-cooling environment. Additionally, the effects of 
insulating residues (e.g., crude oil sludge) on the CCCS 
cooling process within the processing pipes are determined, 
and the cooling time and impact energy absorption are 
calculated to investigate the effects of the fracture zone 
surface area and geometry on the cooling time. Finally, the 
ANSYS Workbench and MATLAB platforms are employed 
to validate the accuracy of the cooling-time calculations and 
simulations, thereby ensuring the effectiveness of the 
developed FDM-M. Overall, it is expected that this study will 
establish a foundation for understanding the cooling time 
required by CCCS by employing LN2 as a coolant with 
specific parameters unique to the harsh North Sea Region 
(NSR) environment.  
 

2. Materials and Methods 

2.1 General considerations 

The steel grade material assessed by the numerical models 
herein was a carbon steel grade known as ISO EN1.0456 
(ASTM A333 Gr.6), which has a body centred cubic (BCC) 
structure (Phelps, 2019). This steel grade was applied for all 
simulations and calculations to determine the effects of the 
ambient conditions on the cooling time within the cooling 
zone of the carbon steel object. LN2 was employed as the 
cryogenic cooling agent to reach the desired Ei values for the 
simulations and calculations. The heat transfer coefficient (h) 
for LN2 was set to 128 𝑊𝑊

𝑚𝑚2𝐾𝐾
 [21,24,25] to reduce the impact 

energy absorption capacity of the carbon steel geometry and 
minimise energy usage in the CCCS fracturing process 
[6,26,27]. Unless otherwise stated, the ambient conditions 
employed in this current study were assumed to be standard 
temperature and pressure (STP), i.e., 293 K (20 °C) and 1 
ATM (1013 MPa), which corresponds to an LN2 working 
temperature of 77 K (−196 °C) [21,28,29].  

All observations were based on calculations and 
simulations performed in MATLAB by applying the finite 
difference method (FDM) model designed for this purpose. 
The FDM model can easily be modified to accommodate the 
grade of steel, but for the purpose of this study, the medium-
carbon steel ISO EN1.0456 (ASTM A333 Gr.6) grade was 
selected. The chemical elemental composition of the steel 
specimen is presented in Table 1, whilst its mechanical and 
thermophysical properties are given in Table 2. 
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Table 1: Elemental composition of the ISO EN 1.0456 
(ASTM A333 Gr.6) medium-carbon steel [29,32,33]. 

Iron                      
 (Fe) 

Carbo
n          

(C) 

Mangane
se  

(Mn) 

Phosphor
us  

(P) 

Sulfu
r 

 (S) 

Silico
n       

 (Si) 
≥98.

5 ≤0.30 ≤1.05 ≤0.025 ≤0.02
5 ≥0.10 

 
Table 2: Mechanical and thermophysical properties of ISO 
EN 1.0456 (ASTM A333 Gr.6) medium-carbon steel 
[29,32,33]. 

Property Value 

Thermal Conductivity (γ) 48 W/m∙K 

Density (𝜌𝜌) 7850 kg/m3 

Specific Heat Capacity (𝑐𝑐𝑝𝑝) 470 J/kg∙K 

Young's Modulus  210 GPa 

Poisson's Ratio 0.29 

Shear Modulus (𝐺𝐺) 73 GPa 

Shear Strength (𝜎𝜎) 240 MPa 

Shear Stress (𝜏𝜏) 30 MPa 

Ultimate Tensile Strength (UTS) 415 MPa 
 
The impact energy absorption (Ei) values of the DBTT 

phase-shifting graphs of three different carbon steel grades are 
shown in Figure 1 [31], wherein Ei is plotted as a function of 
temperature; the blue plot corresponds to the ISO EN1.0456 
(ASTM A333 Gr.6) specimen employed in the current study, 
which has a relatively low carbon content of ≤0.03% 
[30,32,33,35]. The DBTT impact energy absorption curves 
were obtained by calculating the drop in Ei against the core 
temperature of the carbon steel specimens using Equation 1:  

∆𝑇𝑇𝑘𝑘 =  𝛼𝛼𝑘𝑘 + 𝛽𝛽𝑘𝑘 𝑡𝑡𝑡𝑡𝑡𝑡(ℎ) �𝑥𝑥+𝑐𝑐𝑘𝑘
𝛿𝛿𝑘𝑘

�   (1) 
where ∆Tₖ represents the change in a material property such 

as toughness in relation to temperature, αₖ is a constant that 
sets the baseline of the curve, shifting it vertically to match 
empirical data. βₖ is a scaling factor that adjusts the amplitude 
of the property change across different temperatures. The 
hyperbolic tangent function, tan(h), provides a smooth, S-
shaped transition, ideal for modelling phenomena such as the 
ductile-to-brittle transition of a material, wherein the property 
shifts sharply at certain temperatures. In the above equation, x 
denotes the temperature, ck represents the position of this 
sharp transition along the temperature axis, and δₖ is the 
steepness of the curve, indicating how abruptly or gradually 
the material properties change with temperature. These data 

were collected from standards (e.g., ASTM A333/A333M-
16), from the standard specifications of seamless and welded 
steel pipes for low-temperature operations, and from 
specifications employed in other applications requiring a high 
notch toughness [33].  

As can be seen from Figure 1, the BCC structure and low 
carbon content of this specimen render it highly susceptible to 
embrittlement at low temperatures. In addition, it can be seen 
that the ISO EN1.0456 (ASTM A333 Gr.6) specimen 
possesses an Ei value of 15 J/cm2, at approximately −50 °C. 
This result was derived from the V-notch test data presented 
in the literature [33,36]. 

 

 
Figure 1. Ductile-to-brittle transitional phase diagram of the 
ISO EN 1.0xxx medium-carbon steel grades upon variation in 
temperature [31]. 

The newly developed MATLAB FDM-M was applied to 
estimate the cooling times of different grades of carbon steel, 
depending on their wall thickness (Wt) and the surrounding 
ambient conditions, as shown in Figure 2. The FDM-M was 
set up such that there was a difference in ambient conditions 
between the two sides of the carbon steel object, with external 
ambient conditions being experienced by the outer side, and 
internal ambient conditions being experienced by the inside, 
as illustrated in Figure 2.  
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Figure 2. Schematic representation of the two-dimensional 
cross-section of the carbon steel specimen and the 
surrounding ambient conditions. 

 
During the cryogenic cooling process, four different sets of 

external ambient conditions were considered, namely in-air 
cooling, water cooling (e.g., submersion in saline seawater for 
offshore structures), natural insulation (e.g., cooling within 
saline-saturated mud from the seabed or using dry bedrock 
from the land), and the use of an artificial insulation layer. 
Figure 3 shows the average heat transfer coefficients under the 
three most common conditions, which were investigated to 
determine their effects on the specimen cooling times.  

 

 
Figure 3. Ambient conditions investigated in the current 
study: a) External air, b) saline seawater, and c) bedrock from 
the seabed. 

 
The influence of the ambient air velocity (m s−1) on the 

convective heat transfer coefficient (h) was examined and the 

results are presented in Figure 4. This figure was modelled 
using Equation 2, which is an optimised empirical equation 
based on an approximation equation for an ambient air 
velocity (v, m s−1) of 2–25 m s−1 (Engineering Toolbox, 
2022).  

 
h = 0.25 − 1.1v + 12v1 2⁄  (2) 

 

 
Figure 4. Dependence of the convective heat transfer 
coefficient of air on the ambient air velocity. 

2.2 Numerical simulation methodology 

This theoretical study is based entirely on numerical 
simulations, with no experimental work being conducted. All 
findings were derived from a finite difference method model 
(FDM-M) developed in MATLAB, which was employed to 
simulate the transient heat transfer processes under cryogenic 
cooling conditions. The accuracy of the FDM-M model was 
validated through comparison with commercial finite element 
method (FEM) software (ANSYS Workbench). These 
simulations allowed for the precise control of variables such 
as the air velocity, ambient temperature, and cooling medium, 
thereby enabling a comprehensive investigation of their 
effects on the cooling times of medium-carbon steel (ISO EN 
1.0456, ASTM A333 Gr.6). The results presented reflect the 
simulated environment and should be interpreted within this 
computational framework. 

The theoretical numerical experiments employed to 
determine the effects of the ambient conditions on the cooling 
time of the ISO EN 1.0456 (ASTM A333 Gr.6) medium-
carbon steel fracture zone were based on a newly developed 
MATLAB FDM-M that applied finite difference calculations 
[38]. To analyse the THT calculations and simulations, 
MATLAB FDM-M was used to simulate the cooling time and 
heat distribution within the two-dimensional (2D) cross-
section of the medium-carbon steel-grade geometry. 
MATLAB FDM-M was set up using a range of ambient 
parameters of STP to calculate the cooling times resulting 
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from any specific set of ambient conditions. The newly 
developed MATLAB FDM-M was then applied to calculate 
the cooling time with a high level of accuracy for various 
carbon-based steel grades due to their susceptibility to 
undergo DBTT phase shifting at low temperatures [31].  

 

2.3 Numerical model for the ambient heat transfer 
calculations  

The newly developed MATLAB FDM-M was applied to 
define the cooling time required for the medium-carbon steel 
specimen (ISO EN 1.0456, ASTM A333 Gr.6) under different 
ambient and boundary conditions. This approach was based 
on the standard set of finite difference equations (𝑇𝑇𝑛𝑛𝑖𝑖+1). In 
Figure 5, the cooling element is depicted in blue and 
corresponds to the LN2-flooded area of the CCCS, which is in 
contact with the external environment. The grid layout of the 
applied 2D FDM equation used to determine the cooling time 
required to reach −50 °C at the control point (T7) is also shown 
in Figure 5, wherein the parameters and set-up applied to run 
the FDM-M calculations are provided. 

 

 
Figure 5. Applied 2D finite difference method (FDM) 
equation grid layout for the cross-sectional surface of the 
medium-carbon steel geometry with a defined control point. 

3 Results 

3.1 Ambient heat transfer calculations 

A theoretical study was initially carried out to evaluate the 
effects of different ambient conditions on the cooling time of 
a medium-carbon steel specimen required to reach a specific 
Ei in its fracture zone. Using medium-carbon steel of ISO EN 
1.0456 (ASTM A333 Gr.6) grade, the effects of air and water 
cooling were evaluated at different velocities and 
temperatures. In addition, the use of insulated cooling 
(bedrock), where only temperature is a key parameter, was 
also examined. The in-air cooling time of this medium-carbon 
steel was found to be influenced by both the air velocity and 
the ambient air temperature. Therefore, MATLAB FDM-M 
calculations were used to determine the cooling times required 
under different air velocities, and to investigate the feasibility 
of calculating the cooling times for the extra strong (XS) and 
double extra strong (XXS) specimens (ASTM International, 

2004), which are defined in Table 3. It is important to note that 
the heat transfer coefficient value of ambient air varies 
depending on specific conditions, such as changes in the 
ambient air velocity over time. However, for the baseline 
cooling time FDM-M calculations carried out in MATLAB, 
the ambient air velocity was assumed to be constant, but was 
varied from 0 to m s−1 at intervals of 2.5 m s−1.  

  

Table 3. Wt sizes for the XS and XXS pipe IDs, as defined 
by ASTM International, 2004 [38] and (Arntsen, 2020) [29] 

  Identification (ID) Wt Size 
  XS 12.7 mm (0.50") 
  XXS 25.4 mm (1.00") 

3.2 Ambient Heat Transfer Calculations 

In addition, the effect of ha on NSR saline water was 
evaluated in the contexts of cutting within the sea and in the 
bedrock below the mudline of the sea floor. The overall 
cooling time required for the medium-carbon steel specimen 
to reach a temperature of −50 °C and an Ei point of 15 J/cm2 
within the fracture area of the processing pipes was evaluated 
[40]. Figure 6 shows the effects of the ambient air velocity on 
the heat transfer coefficient and the required cooling times for 
the XS and XXS medium-carbon steel processing pipes. It can 
be seen that in still air (v = 0 m s−1), the heat transfer 
coefficient is defined as 320 𝑊𝑊

𝑚𝑚2𝐾𝐾
, while the maximum cutting 

operational ambient air velocity of 25 m s−1 gave a heat 
transfer coefficient of ~41 𝑊𝑊

𝑚𝑚2𝐾𝐾
. Using the newly developed 

FDM-M, theoretical measurements were carried out at 
ambient air velocity intervals of 2.5 m s−1 (0–25 m s−1) to 
calculate the cooling time required to reach −50 °C at the 
cooling point at the bottom surface of the medium-carbon steel 
specimen. These calculations were carried out for the XS and 
XXS specimens, and it was found that the required cooling 
time increased from 193 to 204 s for the XS sample and from 
363 to 388 s for the XXS sample, which represent 5.7 and 
6.9% increases in the required cooling time upon increasing 
the air velocity from 0 to 25 m s−1. These results suggest that 
the ambient air velocity does not have a great impact on the 
overall cooling time of the medium-carbon steel specimen.  
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Figure 6. Effect of the air velocity on the transient heat 
transfer cooling time for the XS and XXS processing pipe 
specimens. 

Figure 7 highlights the significant effect of the air 
temperature on the cooling time, showing a much greater 
influence compared to that of the air velocity. As the air 
temperature was increased from −10 to 30 °C, the cooling time 
rose from 114 to 220 s for the XS specimen and from 204 to 
420 s for the XXS specimen, representing increases of 93 and 
106%, respectively. By comparison, the cooling time 
increased by only 11 s for the XS specimen and 25 s for the 
XXS specimen with each 2.5 m s−1 increment in air velocity. 
These results clearly demonstrate that while the air velocity 
has some impact on cooling, the ambient air temperature plays 
a far more dominant role in determining the cooling 
efficiency.  

 
Figure 7. Effect of the air temperature on the transient heat 
transfer cooling time for the XS and XXS processing pipe 
specimens. 

Subsequently, the cooling time resulting from the use of the 
LN2 cryogenic coolant was investigated for the medium-

carbon steel processing pipes. As shown in Figure 8, it was 
found that the time required to cool the XXS pipe fracture area 
to the desired Ei point of 15 J/cm2 (i.e., at −50 °C) ranged from 
114 s for a heat transfer coefficient of 20 𝑊𝑊

𝑚𝑚2𝐾𝐾
, an air velocity 

of 0 m s−1, and an ambient air temperature of −10 °C, to a 
time of 233 s for a heat transfer coefficient ~41 𝑊𝑊

𝑚𝑚2𝐾𝐾
 , an air 

velocity of 25 m s−1, and an ambient air temperature of 30 °C. 
For the XS specimen, a lower cooling time limit of 204 s and 
an upper cooling time limit of 456 s were recorded under the 
same parameters.  

 
Figure 8. Lower and upper limits for the transient heat 
transfer cooling times of the XS and XXS processing pipes. 

Subsequently, the effects of insulating residues inside the 
XXS processing pipes (e.g., from crude oil slack), were 
evaluated using the developed MATLAB FDM-M, as 
presented in Figure 9. It can be seen that the cooling time was 
reduced from 456 s (for the clean processing pipe) to 394 s 
(for the insulated dirty processing pipe), which represents a 
reduction of 13.6% under the most extreme ambient 
environmental conditions, with a temperature of −10 °C, an 
air velocity of 25 m s−1, and at 1 ATM pressure.  

 
Figure 9. Effect of the internal surface length on the transient 
heat transfer cooling times of clean and dirty (insulated) 
XXS processing pipes. 
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For cutting below the sea level in the saline seawater 
environment of the NSR, both external and internal cutting 
processes must be considered. Thus, calculations were carried 
out for both the XS and XXS medium-carbon steel processing 
pipes based on conditions under the waterline. Considering the 
high heat transfer coefficient of the seawater (~500 𝑊𝑊

𝑚𝑚2𝐾𝐾
, see 

Figure 3), heat extraction (ℎ𝑤𝑤) from the water is extremely 
efficient, so the CCCS cooling process becomes insufficient. 
As a result, the target temperature of −50 °C cannot be reached 
within a reasonable maximum timeframe of 7200 s, as defined 
by the maximum allowed cooling time in the MATLAB FDM-
M. In addition, due to this high average heat transfer 
coefficient of seawater, the cross-sectional surface of the steel 
wall cooling area of any specific medium-carbon steel grade 
is so inefficient that it cannot reach the sub-zero target 
temperature of −50 °C in any given timeframe without the 
inclusion of an insulating layer between the saline 
environment and the cooling area of the medium-carbon steel 
grade. Therefore, only baseline data were collected from the 
FDM-M calculations, which are not applicable for further 
investigations into cooling processes of different medium-
carbon steel grades.   

Finally, the cooling times were investigated for the 
medium-carbon steel processing pipes within a saturated mud 
compound of the bedrock below the seabed mudline. During 
cooling under such conditions, the saturated mud acts as an 
insulator between the saltwater and the fracture area of the 
cooling zone. As stated above, such a barrier is required to 
insulate the cooling zone when LN2 is used as the cooling 
agent. The presence of this insulating barrier allows cooling of 
the medium-carbon steel wall to the required −50 °C and the 
desired Ei point of 15 J/cm2. The insulating effect of the 
saturated mud compound leads to an average thermal 
conductivity (λ) of 0.2–0.4 𝑊𝑊

𝑚𝑚𝑚𝑚
, thereby allowing cooling by 

LN2 to take place in this environment. As a result, the desired 
level of cooling was achieved in the XS and XXS specimens 
within 162 and 294 s, respectively, as presented in Figure 10.      

 

Figure 10. Effect of the internal surface length on the 
transient heat transfer cooling times of the insulated XS and 
XXS processing pipes. 

3.2 Validation of the MATLAB FDM-M compared to the 
commercial FEM  

To validate the newly developed MATLAB FDM-M for 
transient heat transfer analysis, a comparison was carried out 
using a range of widely used numerical techniques for solving 
partial differential equations (PDEs). This comparison 
involved both the FDM and the finite element method (FEM), 
focusing on a medium-carbon steel wall of ISO EN 1.0456 
(ASTM A333 Gr.6) grade, with a Wt of 100 mm, a DO ≤10 m, 
and a varying cooling bandwidth between 150 and 500 nm. 

The FDM-M, which is foundational to MATLAB FDM-M, 
discretises the 2D geometry into finite-sized cells, 
approximating the temperatures at each cell based on 
neighbouring values. It solves the heat transfer equation 
numerically for each time step; however, its accuracy may be 
influenced by the grid cell size, potentially causing 
oscillations. On the other hand, the FEM divides the geometry 
into irregularly shaped elements, approximating the 
temperature distribution within each element using piece-wise 
polynomial functions. The FEM can therefore offer more 
accurate solutions, particularly for complex geometries, but 
requires additional computational resources. 

Thus, to validate the MATLAB FDM-M, it was compared 
with an identical 2D geometry FEM in the ANSYS 
Workbench. The validation process involved assessing the 
cooling times required to reach −45 °C within the fracture area 
of the steel wall at different cooling bandwidths. The 
comparison revealed a perfect match between the cooling 
times obtained from the MATLAB FDM-M and the ANSYS 
FEM approach for all bandwidths tested, as shown in Figures 
11a and 11b, respectively. This agreement suggests that the 
FDM-M is a valid and accurate method for analysing transient 
heat transfer in a specified steel wall geometry. However, it is 
noted that achieving a perfect match may not always be 
possible owing to the inherent limitations and assumptions of 
numerical methods, as well as the complexities and sources of 
error in the physical system being analysed. 
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Figure 11. Validation of the cooling times determined for a 
Wt of 100 mm applying the (a) MATLAB finite difference 
method model (FDM-M) and (b) ANSYS finite element 
method (FEM) approaches. 

The decision to rely on software-only validation in this 
study is grounded in several key considerations. More 
specifically, the complexity and scale of offshore structures, 
such as medium-carbon steel processing pipes, render 
physical experimentation under cryogenic conditions both 
logistically challenging and prohibitively expensive. Setting 
up such large-scale experiments would require extensive 
resources, specialised facilities, and extended timelines, 
indicating their impracticality for routine validation. 
Moreover, the near-perfect agreement between the MATLAB 
FDM-M and ANSYS FEM results further demonstrates the 
accuracy and reliability of the FDM-M for simulating 
cryogenic cooling processes. This cross-validation with 
industry-standard software ensures the robustness of the 
numerical simulations, thereby rendering them suitable for use 
in real-world applications. 

Software simulations also provide a controlled 
environment where variables such as air velocity, ambient 
temperature, and cooling surface conditions can be precisely 
manipulated, something that is difficult to achieve 
consistently in physical experiments. This flexibility allows 
for the systematic exploration of a range of ambient conditions 
in a repeatable and efficient manner, providing a deeper 
understanding of the cooling processes involved. While 
experimental data could offer additional validation, the 
computational methods used in this study are well-established 
and provide an accurate and efficient means of investigating 
the effects of ambient conditions on cryogenic cooling times. 
Future research may incorporate experimental verification in 
smaller-scale setups, but for the purposes of this study, 
software validation remains an effective and reliable 
approach. 

4. Discussion  

This study explored the behaviour of medium-carbon steel 
(ISO EN 1.0456, ASTM A333 Gr.6) under cryogenic 
conditions, with a particular focus on the DBTT. The sharp 
decrease observed for Ei as the temperature was reduced (see 
Figure 1), underscores the effectiveness of cryogenic 
conditions for the low-energy fracturing of medium-carbon 
steel grades. The FDM-M, developed in MATLAB, proved to 
be an effective tool for simulating THT processes in medium-
carbon steel, allowing for accurate cooling-time predictions 
and improving the reliability of the simulations. 

The study specifically examined the effects of temperature 
on the Ei value of ISO EN 1.0456 (ASTM A333 Gr.6) 
medium-carbon steel. The DBTT phase diagram (Figure 1) 
serves as a crucial reference for low energy fracturing 
applications, illustrating the relationship between the 
temperature and Ei. Moreover, the evaluation of the CCCS 
using liquid nitrogen (LN2) provided valuable insights into 
how ambient conditions, such as air velocity and temperature, 
influence cooling times. The exploration of LN2 as a cooling 
medium also revealed important information regarding its 
thermal properties and its impact on both energy absorption 
and cooling times in medium-carbon steel. This knowledge is 
essential for fine-tuning the CCCS to ensure the efficient and 
low-impact fracturing of medium-carbon steel structures. This 
study thoroughly analysed the effects of the ambient air 
velocity, the air temperature, and the cooling medium on the 
resulting cooling times. The results presented in Figures 6 and 
7 underscore the critical influence of these factors in achieving 
optimal cooling outcomes. 

Practical considerations, such as the effects of insulating 
residues (e.g., crude oil sludge), were also addressed. The 
results shown in Figure 9 reveal that the presence of insulating 
residues reduced cooling times by 13.6%, highlighting the 
importance of accounting for such insulating effects in real-
world applications. This is particularly relevant for industrial 
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decommissioning scenarios where contaminants may be 
present inside the pipes. 

The cooling time calculations, validated against ANSYS 
Workbench's commercial FEM software, confirmed the 
reliability of the MATLAB FDM-M approach. The near-
perfect match in cooling times between the two methods, as 
presented in Figures 11a and 11b, underscores the accuracy of 
the FDM-M model for transient heat transfer analysis. 
According to Christensen (2023) and Christensen et al. 
(2024), the MATLAB Finite Difference Method Model 
(FDM-M) has been shown to hold true for a wide array of low 
and medium carbon steel grades, further supporting the 
robustness of the model across various materials within this 
category. Although this study focused on medium-carbon 
steel (ISO EN 1.0456), the findings can be cautiously 
extended to other carbon steel grades due to their shared BCC 
crystal structures, which exhibit similar embrittlement 
behaviours at low temperatures. 

Moreover, a trade-off between increasing the internal 
cooling surface area for faster cooling and the associated costs 
and energy consumption was analysed. While larger cooling 
surfaces were found to reduce cooling times, they demand a 
proportional increase in the cooling aid, thereby increasing the 
overall energy consumption. This balance is crucial for the 
practical and cost-effective implementation of CCCS in 
industrial settings. 

Moreover, quantitative analysis revealed that for each 2.5 
m s−1 increment in the air velocity, cooling times increased 
by ~11 s for XS specimens and 25 s for XXS specimens. 
Conversely, the air temperature had a significantly greater 
impact, with cooling times nearly doubling as the temperature 
was increased by 40 °C. This result suggests that air 
temperature plays a more dominant role than air velocity in 
determining cooling efficiency, thereby rendering temperature 
control a key focus in optimising cryogenic cooling processes 
for decommissioning operations. 

The findings of this study highlight the significant potential 
of the CCCS in promoting more sustainable industrial 
practices, particularly in the context of offshore 
decommissioning. By substantially reducing cooling times 
and enhancing energy efficiency, the CCCS aligns with 
Sustainable Development Goals 9 (Industry, Innovation, and 
Infrastructure) and 13 (Climate Action), offering a low-
impact, energy-efficient alternative to traditional cutting 
techniques. Additionally, the reduction in operational costs 
and environmental risks enhances the overall sustainability of 
the decommissioning process.  

5. Conclusions 

The research presented in this study, which is based solely 
on numerical simulations using the finite difference method 
model (FDM-M) developed in MATLAB, provides valuable 
insights into the effects of ambient conditions on cryogenic 

cooling times for medium-carbon steel geometries. No 
experimental work was conducted; instead, all findings were 
derived from computational models validated against 
commercial finite element method (FEM) software. The key 
findings of this study highlight the measurable impact of the 
air velocity and the air temperature on the required cooling 
times. More specifically, increasing the air velocity from 0 to 
25 m s−1 led to a 5.7% increase in the cooling time for the XS 
specimens and a 6.9% increase for the XXS specimens. 
However, the ambient air temperature had a far more 
significant effect, with cooling times increasing by 93% for 
the XS specimens and 106% for the XXS specimens when the 
ambient temperature was increased from −10 to 30 °C. This 
demonstrates that while air velocity plays a role, temperature 
control is the more influential factor in optimising the cooling 
efficiency. Moreover, a detailed analysis revealed that with 
each 2.5 m s−1 increment in the air velocity, the cooling times 
increased by 11 s for the XS specimens and 25 s for the XXS 
specimens. In contrast, a 40 °C increase in the air temperature 
nearly doubled the cooling time, underscoring the critical 
importance of temperature management in cryogenic cooling 
processes for offshore decommissioning. The cooling 
efficiency was also closely linked to the cooling internal 
surface area exposed to the cryogenic agent. More 
specifically, a larger internal surface area enabled more 
effective cooling, but required a proportional increase in the 
cooling aid, leading to a higher energy consumption. This 
trade-off emphasises the need for a balanced approach, 
particularly when considering practical and energy-efficient 
applications of the CCCS. It is important to note that while 
these findings are relevant to medium-carbon steel (ISO EN 
1.0456, ASTM A333 Gr.6), the conclusions should not be 
overgeneralised to all carbon steel grades. Further research is 
therefore necessary to confirm the applicability of these results 
across a wider range of steel compositions. Moreover, to 
enhance the performance of the CCCS, future research should 
explore strategies for reducing energy demands associated 
with larger cooling surfaces. Potential innovations, such as 
integrating heat elements into the process, may help offset 
energy consumption while maintaining an appropriate cooling 
precision. Furthermore, a comprehensive analysis of the 
environmental and sustainability impacts of the CCCS should 
be a key focus of future investigations. Overall, this research 
provides a robust foundation for understanding the 
complexities of cryogenic cooling in medium-carbon steel 
decommissioning. The challenges identified open new 
avenues for further research aimed at refining the CCCS, 
optimising its parameters, and exploring broader industrial 
applications. The integration of theoretical and practical 
insights will also be essential for advancing sustainable and 
energy-efficient fracturing and cutting technologies in an 
industrial setting. 
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