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Abstract

In order for the offshore drilling platform to operate properly, workers need to perform regular maintenance on the platform
equipment, but the complex working environment exposes workers to hazards. During inspection and maintenance, the use of
personal protective equipment (PPE) such as helmets and workwear can effectively reduce the probability of worker injuries.
Existing PPE detection methods are mostly for construction sites and only detect whether helmets are worn or not. This paper
proposes a high-precision and high-speed PPE detection method for the offshore drilling platform based on object detection
and classification. As a first step, we develop a modified YOLOv4 (named RFA-YOLO)-based object detection model for
improving localization and recognition for people, helmets, and workwear. On the basis of the class and coordinates of the
object detection output, this paper proposes a method for constructing position features based on the object bounding box to
obtain feature vectors characterizing the relative offsets between objects. Then, the classifier is obtained by training a dataset
consisting of position features through a random forest algorithm, with parameter optimization. As a final step, the PPE
detection is achieved by analyzing the information output from the classifier through an inference mechanism. To evaluate
the proposed method, we construct the offshore drilling platform dataset (ODPD) and conduct comparative experiments with
other methods. The experimental results show that the method in this paper achieves 13 FPS as well as 93.1% accuracy.
Compared to other state-of-the-art models, the proposed PPE detection method performs better on ODPD. The method in this
paper can rapidly and accurately identify workers who are not wearing helmets or workwear on the offshore drilling platform,
and an intelligent video surveillance system based on this model has been implemented.
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Introduction spot and focus. The offshore drilling platform has a complex

environment, with a large number of equipment and a dense
With the development of the oil industry [1], the development  distribution of pipelines. In the course of equipment main-
of offshore oil and gas resources has gradually become ahot  tenance, workers are at risk of drowning, injuries caused by
falling equipment, falls from heights, and other risks. Worker
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production. Currently, the offshore drilling platform is pri-
marily used to detect unsafe human behavior through manual
review of surveillance videos. However, manual supervision
is not without challenges: (1) fatigued supervisors can make
mistakes, overlook omissions, and make mistakes in judg-
ment; (2) subjective influences from the monitor’s emotions,
state of mind, etc., can distort judgment; and (3) the plat-
form has a large number of surveillance cameras, making
it difficult to view all of the surveillance images manually.
Therefore, it is urgent to eliminate manual intervention and
to achieve automation and intelligence in the detection of
PPE on the offshore drilling platform.

Initially, researchers focused on sensor-based methods to
achieve PPE detection on construction sites [2,3]. However,
the method required expensive equipment, which not only
increased the cost of industrial production but also posed a
potential risk to workers’ health. With the rise of the Indus-
try 4.0 era [4], the use of artificial intelligence technology to
achieve the intelligence of industrial production is gradually
becoming a trend. Before the emergence of deep learn-
ing, image processing combined with machine learning was
mainly used to detect whether workers’ helmets and work-
wear were worn correctly [5—7]. However, this method is only
applicable to scenes with few distractors and performs poorly
in complex scenes. After the emergence of deep learning, the
use of techniques such as object detection [8] to achieve PPE
detection has become the mainstream approach [9-12]. The
method has greatly improved the detection speed and accu-
racy and is gradually being applied to industrial production.
However, most of them were developed for construction sites
and indoor industrial production scenarios, and there was no
PPE detection method developed for offshore drilling plat-
form.

This paper proposes a multi-algorithm fusion framework
that enables fast and accurate PPE detection of the offshore
drilling platform, with a simple deployment process that
does not require the procurement and installation of complex
sensors; moreover, the modified object detection algorithm
improves the accuracy of object localization and identifica-
tion, and is more suitable for object detection in complex
scenarios on offshore drilling platforms. In addition, our fur-
ther processing of the object detection results can satisfy the
PPE detection under complex postures and can accurately
identify the behavior of abnormal helmet wearing such as
holding helmets. Therefore, the proposed framework in this
paper is of great significance for PPE detection on offshore
platforms. The main contributions of this paper are as fol-
lows.

(1) We propose an RFA-YOLO object detection algorithm,
which is based on a residual feature augmentation net-
work with YOLOv4 as the baseline for reducing the loss
of high-level feature information.
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(2) A method is proposed to construct position features based
on the object bounding box, which characterizes the rel-
ative offsets of the person and the helmet, as well as the
person and the workwear.

(3) In this paper, the detection of PPE on the offshore drilling
platform based on object detection and classification is an
important breakthrough in the realization of monitoring
intelligence in the offshore oil field.

Literature review

The current mainstream PPE detection methods fall into
two categories: sensor-based methods, and computer vision-
based methods. The sensor-based approach involves installing
sensors and analyzing their signals to determine whether
workers are wearing workwear or safety helmets based
on the signals. Zhang et al. [13] developed a visualized
smart helmet identification system based on Radio Frequency
Identification (RFID) using an Internet of Things (IoT) archi-
tecture. Agnes Kelm [3] used a mobile RFID to check the
PPE compliance of personnel. Another example is using
RFID technology to determine when a worker makes use
of the PPE, which performs mesh network communications
using Zigbee [14]. However, sensor-based methods require
significant investments in procurement, installation, trou-
bleshooting [15] and maintenance, making them difficult to
scale up in practice.

With the continuous progress of information technology
and industrial technology, modern industrial production is
developing in the direction of high speed, precision and intel-
ligence, and data-driven [16,17] abnormal event diagnosis
methods are gaining more and more attention and devel-
opment, including the application of visual data for PPE
detection. The vision-based methods can be divided into two
categories: one is the traditional method of image process-
ing combined with machine learning [5—7,18-20]; the other
is using deep learning technology, e.g., object detection [9—
12,21-28]. In the traditional approach, the region of interest
(e.g., the head region or torso region) is usually first located
using image processing techniques, and then image features
[29-31] are extracted and machine learning methods are used
to train a classifier to determine whether the region is a helmet
or workwear. For example, Li et al. [19] used the ViBe back-
ground modeling algorithm and the pedestrain classification
framework to identify workers. Then, they localized the head
region and used color space transformations and color fea-
ture recognition to detect helmet. Cai et al. [7] constructed
edge images of safety helmets at different angles, extracted
four directional features, and designed a safety helmet-non-
safety helmet classifier by modeling the feature distribution
with a Gaussian function.
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With the development of deep learning, many researchers
apply object detection and other technologies to PPE detec-
tion. The proposal of R-CNN [32] makes the object detection
algorithm get out of the bottleneck period and greatly
improve the detection speed and accuracy. Subsequently, a
series of object detection algorithms based on the candidate
boxes have been proposed and are being used in intelligent
video surveillance. For example, the method based on Faster
R-CNN [33] solves the problem of detecting construction
workers wearing helmets under remote monitoring [9]. Fan
et al. [10] compared the principles and performance of sev-
eral object detection algorithms for helmet detection, where
Faster R-CNN has high accuracy for large-scale target detec-
tion.

Although the object detection algorithm based on candi-
date frames achieves high accuracy, it has poor real-time
performance. Therefore, many researchers have applied
single-stage object detectors to the detection of safety hel-
mets and workwear. Han et al. [12] added an attention
mechanism to the feature fusion phase of the SSD [34] algo-
rithm to refine the feature information in the target region
to improve the safety helmet detection accuracy. lannizzotto
et al. [26] proposed a PPE detection framework combining
object detection and manual judgment, and embedded it into
end devices to achieve real-time detection. Gallo et al. [27]
completed a real-time PPE detection system based on deep
neural networks (DNNs) by employing an edge computing
model. In addition to this, the YOLO series of algorithms
[35-37] are also widely used for helmet detection. Fan et al.
[10] and Wang et al. [11] used different methods to improve
the YOLOV3 [37] algorithm for industrial helmet detection.
Wang et al. [24] constructed the high-quality dataset and used
different versions of YOLO to achieve the detection of six
classes of objects (four colors of helmets, person, and vest),
which validated the excellent performance of YOLOv5x for
PPE detection.

With the complexity and diversity of industrial environ-
ments, target detection techniques alone are no longer able
to meet the accuracy requirements that are required for
PPE detection. The multi-algorithm fusion model combining
object detection with other algorithms has gradually become
a trend for solving the problem of PPE detection in complex
scenes and complex poses in recent years. Nath et al. [22] pro-
posed three PPE detection frameworks based on the YOLO
algorithm combined with convolutional neural networks and
decision trees, respectively. Xiong et al. [23] broke the tra-
ditional approach by obtaining the human key point areas
through pose estimation, localizing partial attention areas
(head and upper body) using the intrinsic relationships of
body parts, and then using a CNN-based classifier to identify
the classes of partial attention areas.

In summary, many scholars have conducted in-depth
research on PPE detection and achieved remarkable results,

but the above methods still have certain limitations when
applied to offshore drilling platform scenarios. For example,
the wet environment at sea can cause damage to the sen-
sor, making it fail to work properly, and replacing it would
be costly. The pipelines of the offshore drilling platform are
crisscrossed and similar to the morphology of the workers
and the color of their clothes, and the complex scenes make
the error rate of the PPE detection methods based on image
processing high. Platform workers have complex postures
and often hold helmets in their hands, etc. Existing PPE
detection methods based on object detection only recognize
the presence of helmets in the image, but it is difficult to
accurately determine whether the helmet is located on the
worker’s head, and there is a lack of relevant research on
workwear detection. Therefore, the purpose of this paper is
to overcome the above problems and propose a high perfor-
mance method that enables fast and accurate PPE detection
on the offshore drilling platform.

Methodology

In this section, we introduce the proposed framework for
PPE detection based on multi-algorithm fusion, detailing the
components of the detection framework sequentially.

The proposed PPE detection framework

As shown in Fig. 1, the detection framework proposed in
this paper consists of three parts: object detection, feature
construction and feature classification. Of which, the object
detection part is to identify and locate the person, helmet
and workwear targets by the proposed RFA-YOLO algo-
rithm, then outputs the class and the bounding box coordinate
information; the feature construction part is to use the coor-
dinate information of the object bounding box to construct
the position features; the feature classification part is to use
the feature classifier to determine whether the helmet is being
worn on the head position and whether the workwear is being
worn on the worker. The input image undergoes object detec-
tion, feature construction and feature classification, and then
outputs the helmet/workwear wearing situation, and finally
outputs the detection result of worker’s PPE wearing through
inference mechanism. The detection results contained four
categories: the worker is both wearing a helmet and work-
wear (PHW); the worker is only wearing a helmet (PH); the
worker is only wearing workwear (PW); and the worker is
neither wearing a helmet nor wearing workwear (P).

RFA-YOLO-based object detection

Detecting objects is the first step to achieving PPE detection,
and the accuracy of the object detection directly affects the
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results of the final detection. To improve the localization and
recognition accuracy of the person, helmet, and workwear,
we propose the RFA-YOLO algorithm based on the residual
feature augmentation (RFA) module [38] with YOLOv4 [39]
as the baseline.

Figure 2 illustrates the structure of the YOLOv4 network.
The input image is passed through the CSPDDarknet53 net-
work, which contains five CSP modules for feature extraction
and outputs feature maps of various scales. Assume that the
feature maps C3, C4, and Cs are generated after the third,
fourth, and fifth CSP modules, respectively. The feature map
C5 undergoes the Spatial Pyramid Pooling (SPP) [40] mod-
ule to realize the fusion of local features and global features,
which can enhance the semantic information of the feature
map. Next, the fusion of feature maps is realized by PANet

[41]. The convolution and sampling operations are performed
on three scales of feature maps, and the number of channels
and resolution size of feature maps are adjusted to obtain
three feature maps of M3, M4 and Ms. Then, the fusion of
feature maps is realized through concat. The final prediction
results for the three scales are obtained.

However, the generation of M5 from C; needs to undergo a
1 x 1 convolution to reduce the number of channels, resulting
in partial loss of feature information. The loss of such infor-
mation may contain important semantic information, which
would prevent the subsequent feature fusion from passing on
that semantic information, thereby affecting the accuracy of
the final detection. Therefore, this paper proposes the RFA-
YOLO algorithm, which adds a RFA module after the SPP
module to reduce the loss of feature information. The major
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concept is to use residual branches to integrate different spa-
tial contextual information into the original branches, which
can enrich the information contained in the feature map Ms.
Figure 3 shows the processing of the RFA.

To begin, scale-invariant adaptive pooling is used to gen-
erate three scale feature maps from the Cs5 with scale S: X 1
X2, and X°3 (X I — @; x S). Then, the contextual features of
each scale are separately input to the 1x 1 convolution layer,
reducing the feature channel dimension to 256. The reduced
dimension feature maps are upsampled separately to produce
three scale S feature maps: Y 1 y2 and Y3. Since the inter-
polation of the up-sampling process can cause confounding
effects, the fusion of feature maps is achieved by an adaptive
spatial fusion (ASF) module. ASF takes the sampled feature
maps Y, Y2, and Y3 as input and obtains the spatial weight
map W; for each feature after the path L |. Meanwhile, the fea-
tures Y!, Y2, and Y3 are fused based on the weights after the
path L, to obtain the feature map Ms. Suppose m;; denotes
the feature vector of feature map Mg at position (i, j), which
is a weighted fusion of the vectors of the three feature maps
at position (i, j), as shown in Eq. 1, where Yilj denotes the

i j-th feature vector on feature map Y’ (I € {1, 2, 3}) and Wilj
denotes the spatial importance weights of different feature
maps, and they are shared among all channels. After the fea-
ture fusion to generate Mg contains multi-scale contextual
information. Meanwhile, the M; is obtained after the 1x1
convolution of C;, and the feature map M; is obtained by
fusing the information of the corresponding channels of Mg
and Mé, as shown in Eq.2, where M;’,/, denotes the feature

vector of the feature map M; at position (i, j), M;ij implies
the (i, j)-th vector of the output feature maps M; among
channels. Then, M;/ is upsampled to obtain Ms. Through
ASF, it is possible to increase the amount of information in
Ms5 in each dimension while keeping the dimensionality con-

stant. The generated M5 is finally fused with the low-level
feature maps M3 and My.

3
Wl'l' )

ey
@

1 1 2 2 3
mjj =Yy - Wi + Y5 - Wi + Y5
MSI-]- = MSI-]- + Méij.

Feature construction based on the object bounding
box

After the object detection, the person, helmet, and workwear
in the image are located and identified, and the category and
bounding box coordinates are output. It can only detect if
the image contains a person, a helmet, and workwear, but it
cannot detect whether the helmet is positioned on the head of
the worker or whether the worker is wearing workwear. To
determine the position relationship of the objects, this paper
constructs position features based on the object bounding box
coordinates, which are used to characterize the relative off-
sets of the person and the helmet, as well as the person and the
workwear. First, we propose an object matching mechanism
to pair the person, safety helmet, and workwear according to
the intersection ratio size of the bounding boxes. Then, the
relative differences of the vertices of each group of bounding
boxes are calculated and normalized to obtain the position
features.

Object matching mechanism

As shown in Fig. 4, the classes and bounding boxes are output
after the object detection, and the group of bounding boxes
consisting of the person, helmet, and workwear is obtained
through the object matching mechanism. We suppose that
P;,H;,W; represent the person, helmet, and workwear bound-
ing boxes, respectively.

_ area(P;) Narea(E};)
" area(P;) Uarea(E;)’

3

The overall structure of the object matching mechanism
is shown in Algorithm 1. First, we select the box P; in the set
of person bounding boxes, then select the helmet/workwear
bounding box E; € {H, W} from the set of PPE, cal-
culate the intersection ratio between the bounding box P;
and the bounding box E; with Eq.3, and save the calcu-
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@ Springer



Complex & Intelligent Systems

person ~_group 1
d00 7 [Udo
workwear e group 2

—e = [ | | D

helmet __group 3

ooo - i =

Fig.4 Match the object detection results

Algorithm 1 The object matching mechanism

1: Let S be the set of the intersection of person and the PPE
2: Let C be the set of bounding boxes after the matching

3: for each detected box of person P; do:

4:  for each type of PPE E € {H, W} do:

5 for each detected box E; of type E do:

6: Calculate the intersection ratio /oU; between P; and E;
(Eqg. 3)

7. end for

8: Insert /oU; in the set S

9: Calculate the E,,4, corresponding to the maximum and non-
zero value in the set S

10:  end for

11:  Insert E, 4 in the set C
12: return C
13: end for

lation result into the set S. Then, find the maximum and
non-zero value in the set S corresponding to the protective
equipment E,,,,, which is the bounding box matching the
person box P;. Finally, we obtain the object matching result
C =< Pi, Epax >, and Epgy € {(H, W)|[H||W|J}.

The construction of the position feature

After object matching, the set of bounding boxes consisting
of the person, helmet, and workwear is obtained, and we use
the offsets between the bounding boxes to construct position
features that represent the relative positional relationships of
the objects. The workers who are incorrectly wearing PPE
such as holding a helmet in their hands are further identified
based on the position features. Figure 5 shows the bounding
box of the object detection output, where the left subfigure is
correctly wearing PPE and the worker holding a helmet in the
right subfigure. As can be seen from the figure, the relative
offset between the helmet and the person in the right subfigure
is significantly different from that in the left subfigure.
During the construction of the position features, the top-
left vertex, the center point, and the bottom-right vertex of
the bounding box are selected as the reference points for cal-
culating the relative offsets. We assume that P; represents the
person’s bounding box and E; € {H, W} represents the per-
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sonal protective equipment bounding box. The coordinates of
the center point of the bounding box are calculated according
to Eq.4, where C; € {P, H, W}, the point (xg, yo) represents
the coordinates of the top-left vertex of the bounding box, and
(x1, y1) represents the coordinates of the bottom-right ver-
tex of the bounding box, which are obtained from the object
detection. The point (x, y) represents the coordinates of the
center point of the bounding box. Then, the height and width
of the person box P; are calculated using Eq. 5, and the offset
between box P; and box E; is calculated using Eq. 6. The dif-
ference between the three vertices is first calculated and then
normalized using the height and width of box P; to avoid the
effect caused by the different sizes of the object scale. Finally,
the offset is transformed into a position feature matrix using
Eq.7, which contains six feature elements.
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Feature classification based on optimized random
forest

With the position features, a classifier needs to be designed
based on the features. When the position feature is input to
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the classifier, it is able to output the category to which the
feature belongs. As shown in Fig. 6, to improve the accuracy
of the classifier, this paper adopts parameter optimization to
improve the classification model based on the random forest
classification (RFC) algorithm to construct the person and
helmet feature classifier (P-H-classifier) and the person and
workwear feature classifier (P-W-classifier), respectively.
According to the output of the classifier, the position rela-
tionship between the person and the helmet is evaluated: on
the head or not on the head; at the same time, the position
relationship between the person and the workwear is also
evaluated: on the body or not on the body.

In this paper, the Gini index is used as the criterion for
splitting decision branches to train the classification model.
The conditions for nodes to stop recursion are set as fol-
lows: the Gini index is less than the threshold; the number
of samples is less than the threshold or no selected features
are available. The dataset consisting of the position features
of the person and helmet is used as the sample for training
the P-H-classifier model, and the dataset consisting of the
position features of the person and workwear is used as the
sample for training the P-W-classifier model. To improve
the accuracy of the model, the number of decision trees
and the maximum number of candidate features are adjusted
to find the optimal combination of parameters. Usually, as
the number of decision trees increases, the loss of the test
dataset decreases gradually, and when it reaches a certain
number, the loss of the test dataset is almost unchanged; if
the number of decision trees continues to increase, the loss
of the test dataset becomes larger instead, and the overfitting
phenomenon appears. The maximum number of candidate
features is the number of features that can be randomly
selected by each node when generating the decision tree.
The maximum number of candidate features not only affects
the model accuracy, but also affects the classification speed
of the model. After the parameter optimization, an optimal
classification model consisting of multiple decision trees is
obtained. Once the position features are input to the classifi-
cation model, multiple classification results are output, and
the category with the highest number of votes is designated
as the final output.

Results and evaluation

Since there is no public dataset of the offshore drilling
platform, this paper collected the offshore drilling platform
monitoring images to produce an experimental dataset. Also,
to verify the effectiveness of the proposed framework, we
design a series of comparison experiments to evaluate the
performance of the method through the experimental results.

The experimental dataset

The offshore drilling platform dataset (ODPD) consists of
three parts: object detection dataset (ODD), feature classi-
fication dataset (FCD), and personal protective equipment
dataset (PPED). Of these, the ODD is used to train and test
the object detection model, the FCD is used to train and test
the performance of the classifier, and the PPED is used to
test the effectiveness of the framework.

(1) ODD. We collected surveillance images containing work-
ers on the platform and used the graphical image annotation
tool Labellmage to annotate the person, helmet, and work-
wear in the images. The XML file containing the categories
and coordinates is obtained and used to train and evaluate the
object detection model. The ODD contains a total of 10,000
images, including surveillance images from all cameras.

(2) FCD. We divided the ODD into four groups: wearing hel-
mets correctly, wearing helmets incorrectly, wearing work-
wear correctly, and wearing workwear incorrectly. Then, the
category and coordinate in the XML file are obtained, and
the matching mechanism in Section “Object matching mech-
anism” is used to match the person box P; and the PPE box
E;, and the coordinate are processed by the proposed position
feature construction method to obtain the position features
F; = {x1, x2, x3, x4, x5, x6} of P; and E;. When E; is equal
to H, the position features of the person and the helmet are
obtained, and the correct wearing of the helmet is defined
as a positive sample and the incorrect wearing of the helmet
is defined as a negative sample to obtain the dataset P-H
={F;, y},y € {0, 1}, where F; is the feature vector and y is
the category, which is used to train and evaluate the P-H-
classifier; when E; is equal to W, the feature dataset of the
person and workwear P—W is obtained, which is used to train
and evaluate the P-W-classifier. The P-H dataset and the P—
W dataset contain 6600 samples, respectively, of which 3300
are positive samples and 3300 are negative samples.

(3) PPED. The images containing workers were extracted
from the historical surveillance video of the offshore drilling
platform, and the workers in the images were annotated using
the graphical image annotation tool Labellmage, where the
samples wearing both helmets and workwear were anno-
tated as “PHW”, those wearing only helmets were annotated
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Table 1 Comparison results of

various object detection Model Backbone Proposed time mAP Person Helmet Workwear

algorithms YOLOV3 Darknet-53 2018 8332 8545 80.63 81.18
YOLOv4 CSPDarknet-53 2020 85.34 86.96 82.32 82.75
YOLOV5s CSPDarknet-53 2021 86.63 87.91 83.45 83.82
RFA-YOLO CSPDarknet-53 - 88.41 89.32 84.21 84.72

Bold values indicate the highest values for the same metric in different models. In the above object detection
model, the mAP had the highest value of 88.41, the average precision (AP) of Person had the highest value
of 89.32, the AP of Helmet had the highest value of 84.21, and the AP of Workwear had the highest value of

84.72

as “PH”, those wearing only workwear were annotated as
“PW”, and those wearing neither helmets nor workwear were
annotated as “P”. The PPED dataset contains a total of 2,000
images, in which the number of samples for “PHW” was
821, the number of samples for “PH” was 534, the number
of samples for “PW” was 682, and the number of samples
for “P ” has a sample size of 473.

The experimental design and analysis of results

This section evaluates the performance of each part of the
proposed framework. The experiments are divided into three
parts: the evaluation of object detection algorithms; the
evaluation of position features and the classifier; and the com-
parison and analysis of PPE detection algorithms.

The evaluation of the object detection model

The YOLO series algorithms are widely used in the field of
intelligent video surveillance because of the high detection
speed and high detection accuracy. The proposed RFA-
YOLO in this paper adopts YOLOvV4 as the baseline and uses
the RFA module to enhance detection accuracy. To evaluate
the performance of the proposed RFA-YOLO algorithm, this
paper compares the method with YOLO series algorithms,
e.g., YOLOvS5s, YOLOv4, and YOLOv3. The mAP and AP
are used as evaluation metrics to assess the performance of
various object detection algorithms. We randomly divide the
ODD dataset into the training set, validation set, and test set
according to the ratio of 7:2:1. During the training process,
the training epoch is set to 120, and the model with the low-
est loss in the validation set is used as the model for object
detection, and the model performance is tested on the test
dataset.

Table 1 shows the comparison results of model perfor-
mance with the backbone network structure of the algorithm,
proposed time, mAP, and the AP of the person, helmet and
workwear. As shown in the table, our algorithm performs
better on the ODD dataset. Therefore, we can conclude that
the residual feature augmentation module can reduce the loss
of effective features, and the inclusion of the RFA module
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can effectively improve the accuracy of detection compared
with the YOLOV4 algorithm.

Figure7 shows the precision of the person, helmet and
workwear based on the RFA-YOLO. With the increase of
the training iterations, the precision gradually increase first
and then stabilize. Of which, the precision of the helmet and
workwear is significantly lower than that of the person, which
may be related to the size and characteristics of the object,
the helmet is small and cannot be easily detected, besides, the
repetition rate of the features of the workwear and the per-
son is larger, which will affect the detection precision of the
workwear. Figures 8, 9 and 10 show the visualization of the
detection results of different methods. The white box in the
figure indicates the case of missed detection or wrong detec-
tion. From the figure, the proposed RFA-YOLO algorithm
can more accurately locate and identify the person, helmet,
and workwear.

The evaluation of position features and the classifier

(1) Parameter optimization. The performance of the ran-
dom forest classifier is highly dependent on the number of
decision trees and the number of candidate features. To obtain
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Fig. 10 Detection results of objects based on YOLOvS5s

the optimal feature classifier, we explore the combination of
parameters that enables the best performance of the classifier.
In this paper, each feature vector in the FCD dataset contains
6 features. In the parameter optimization experiments, we
set the number of candidate features from 1 to 6, and analyze
the change of model classification accuracy as the number of
decision trees increases under the condition that the number
of features is fixed. Figure 11 shows the accuracy of the P-W-
classifier obtained on the P-W dataset with the variation of
parameters. As can be seen from the figure, when the number
of features is fixed, the classifier performance first tends to
increase with the number of decision trees, and then slowly
decreases and stabilizes after reaching the peak. Normally,
to ensure the diversity and mutual independence of decision
trees, the number of candidate features is set to N /2 or N s
and in this paper, the corresponding number of features is
3 and 2. As can be seen from Figure, the accuracy of the
generated classifier is significantly lower when the number
of candidate features is set to 2 than when the number of

candidate features is set to 3. Therefore, we set the candidate
feature parameter for training the P-W-classifier to 3 and the
number of decision trees parameter to 3.

Figure 12 shows the accuracy of the P-H-classifier obtained
by training the P-H dataset with the variation of parameters.
As can be seen from the figure, the classifier performance
tends to increase with the number of decision trees when
the number of candidate features is fixed and stabilizes after
reaching a certain value. Based on the diversity and mutual
independence of decision trees, we set the number of candi-
date features for training P-H-classifier to 3 and the number
of decision trees to 4 to ensure the accuracy of the classifier.

(2) Feature importance assessment. The location feature
vector in this paper contains six features, and to analyze the
features that have the greatest impact on the model, we use a
Gini index-based approach to evaluate the importance score
of each feature in the feature vector. Assuming that the fea-
ture importance score is F'/ and the Gini index of the feature
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is G1, the Gini index of each feature X is first calculated,
and the Gini index of the ith decision tree node ¢ is calcu-
lated according to the Eq.8, where C denotes the number
of categories and indicates the proportion of category c in
node g. The importance of feature X ; in the ith decision tree
node ¢ is also the amount of change in Gini index before and
after the branching of ¢, which can be calculated by Eq.9
where GI/ and G1 denote the Gini indices of the two new
nodes after branching, respectively. If the nodes where the
feature X ; appears in the decision tree i are the set Q, then
the importance of X ; in the ith tree can be calculated by the
Eq. 10. Assuming that there are a total of I decision trees, the
importance of feature X ; on / decision tree can be calculated
by using Eq. 11. Finally, the importance score of feature X ;
is obtained by normalizing it with Eq. 12 where J denotes
the number of features contained in the feature vector.
Table 2 shows the importance scores of the features
obtained through the Gini index-based approach. As can be
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seen from the table, the feature with the highest importance
score in the P-W-classifier is x4, which represents the lon-
gitudinal offset between the center point of the person and
the center point of the workwear; in the P-H-classifier, the
features with the highest importance scores are x3 and xg,
which represent the lateral offset between the person and the
center point of the helmet and the longitudinal offset of the
top point of the lower right corner, respectively.

C
GIi =1-) (pi)* ®)
c=1
FIjG,]i"ii =GI! - Gl - GI, )
FrOmi = N~ promi, (10)
qeQ
l . .
FIOm =3 Froi, (11)
i=1
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(3) Comparison of classifier models. To evaluate the per-
formance of the proposed classifier, we compare and analyze
the classification model in this paper with the position fea-
ture classifier proposed by Nath [22]. Nath et al. constructed
the feature vector using bounding box coordinates containing
four position features and then trained it based on Classifica-
tion and Regression Trees (CART) to obtain the classification
model. Table 3 shows the performance comparison results of
the classifiers, and it can be concluded from the table that the
classifier obtained by our method performs better. Figures 13
and 14 show the two feature classifiers generated based on
the parameter optimization method, and we selected the best
performance on the test set as the final classifier.

The evaluation of the PPE detection framework

In this subsection, comparative experiments are designed to
compare the performance of the proposed framework in this
paper with other PPE detection methods. Since most of the
current PPE detection addresses the helmet identification
problem, we divide the comparison experiments into two
categories, one is the comparison between the method in this
paper and other helmet identification methods, in which our
framework only identifies helmets and workers in the target
detection phase and subsequently uses the P-H-classifier to
achieve helmet wear identification; the other is the compari-
son between the method in this paper and other PPE detection
methods (identifying helmets and workwear). In practical
applications, it is expected that the model can guarantee high
accuracy and real-time performance. From the accuracy point
of view, it is expected that the model can identify workers
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Table2 The importance score

of each feature Classifier X1 X7 X3 X4 X5 X6
P-W-classifier 0.058569 0.052845 0.402222 0.269858 0.164441 0.052065
P-H-classifier 0.005818 0.002023 0.493130 0.001609 0.003884 0.493536

Table 3 The accuracy of classifier based on different method P-H-classifier

Feature classifier Nath [22] Ours ITree.l |T,ee_2 |Tree_3 Tree—4|

P-H-classifier 0.903 0.946 ssomsa]  [wsome]  [nsoms] [ c0m]

P-W-classifier 0.892 0.933 True [ False

P-W-classifier

x, <0.1148
True False

Fig. 13 The generated P-W-classifier

who are not wearing PPE, but also guarantee the reliabil-
ity of identification, that is, having acceptable false alarm
rate and missed alarm rate, and from the real-time point of
view, it is expected that the model can complete the iden-
tification task quickly. Therefore, we use accuracy, recall,
false alarm rate (FAR), missed alarm rate (MAR), and detec-
tion time as evaluation metrics. Where, accuracy denotes the
probability that the model can correctly identify the dressed
PPE and the unworn PPE; Recall; denotes the probability
that the model correctly identifies the dressed PPE; Recall,
denotes the probability that the model correctly identifies
the unworn PPE; FAR denotes that the model identifies the
workers who correctly wear PPE as the unworn PPE, which
is the false alarm rate; MAR denotes that the model identifies
the workers who do not correctly wear PPE as the correctly
dressed PPE, which is the missed alarm rate; and detection
time denotes the average time for the model to detect an
image. Accuracy and recall can evaluate the model recogni-
tion accuracy, FAR and MAR can evaluate the reliability of
the model, and the detection time can evaluate the real-time
performance of the model.

(1) Comparison experiment of helmet detection.

We compare the performance of this paper’s method with
other PPE detection methods (detecting helmets) on the
PPED dataset, using wearing helmets as a positive class
and not wearing helmets as a negative class. According to
the experimental results, the values of true positive (TP),
false positive (FP), true negative (TN), and false negative
(FN) were counted, respectively, and the statistical results
are shown in Table 4. The values of each indicator were

helmet

True [False True | False

¥y < 0.1695

True | False

x, < 0.2077

helmet

Fig. 14 The generated P-H-classifier

calculated according to Egs.13-17, and the performance
comparison results of different methods were obtained, as
shown in Table 5. As can be seen from table, the proposed
method in this paper performs best in terms of model accu-
racy, reliability and real-time performance. Shen et al. [25]
locate the head region based on face recognition results, and
then realize helmet recognition using image classification
methods. On the offshore drilling platform, many workers
in the monitoring screen do not show their faces or do not
show their full faces, so the face region cannot be accurately
identified, and the head region cannot be located, resulting in
model recognition accuracy and reliability is poor. In addi-
tion, the method consists of two steps of face recognition and
image classification to complete helmet recognition, which
leads to poor real-time performance. The proposed method
in this paper is based on target detection, which only needs
to accurately identify and locate the person and helmet with-
out considering whether the worker shows his face or not,
so it performs better on the PPED. Li et al. [19] locate the
head position based on the proportional relationship between
the head region and the body region, and then use color fea-
tures to distinguish whether workers wear helmets or not.
This method is more applicable to workers walking upright,
and the workers on the offshore drilling platform often need
to squat or bend down due to work requirements, making it
impossible to accurately locate the head position based on the
head-to-body ratio, resulting in a low accuracy of final PPE
recognition. Since most workers in the PPED do not show
their faces or do not show their full faces, Shen et al.’s method
performs the worst on this dataset. The method in this paper
overcomes these problems and is, therefore, more suitable
for helmet detection on the offshore drilling platform.

To better verify our conclusions, we select images con-
taining workers with complex postures from PPED to form
dataset CP, select images containing workers with no face
or no full face to form dataset NF, and select images con-
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Table4 The statistics of experimental results of different helmet detec-
tion methods

Table 6 Accuracy of existing helmet detection methods on different
Datasets

Method TP FN TN FP Dataset Shen [25] Li[19] Ours
Shen [25] 902 453 887 268 CP 0.764 0.327 0.832
Li[19] 978 377 956 199 NF 0.223 0.782 0.864
Ours 1152 203 1053 102 FU 0.923 0.911 0.934

taining workers with full faces and upright postures to form
dataset FU. Each dataset contains 300 images each, and con-
duct comparison experiments on datasets CP, NF and FU,
respectively, using accuracy as a metric for evaluation. The
experimental results in Table 6 show that the effectiveness
of Li et al.’s method is significantly reduced on the CP
dataset, and Shen et al.’s method performs the worst on the
NF dataset, while when the performance of the above three
methods is not much different, it also shows that the proposed
method is more applicable to offshore drilling platforms.

TP+TN
accuracy = , (13)
TP+FP+TN+FN
TP
recallf = ————, (14)
TP+ FN
TN
recally = ———, (15)
TN+ FP
FN
FAR = ————, (16)
TP+ FN
FP
MAR = ———. a7
FP+TN

(2) Comparison experiment of PPE detection. To verify
the effectiveness of the proposed framework in this paper, we
compared the performance with other PPE detection methods
on the PPED, with correctly dressed PPE as the positive cat-
egory and incorrectly dressed PPE as the negative category.
The values of TP, FP, TN and FN were counted according to
the experimental results, and the statistical results are shown
in Table 7. The values of each indicator were calculated
according to Egs. 13 to 17, and the performance comparison
results of different methods were obtained, as shown in Table
8. From the table, it can be seen that the proposed framework
in this paper can complete PPE detection more accurately
and quickly. From the methods used in the literature, Nath
[22], Xiong [23] and the method in this paper all use multi-
ple algorithms and multiple stages to achieve PPE detection.

Table7 The statistics of experimental results of different PPE detection
methods

Method TP FN TN FP
Nath [22] 703 118 1328 361
Xiong [23] 752 69 1421 268
Ours 782 39 1556 133

Among them, Nath et al. [22] also use a combination of object
detection and classification, but the object detection model
they use is different from this paper, and they use YOLOv3
as the object detection network. As shown by the results in
Section “The evaluation of the object detection model”, their
object detection accuracy in offshore drilling platforms is
lower than the improved RFA-YOLO model in this paper,
and when identifying and locating the human body, hel-
mets and workwear, there are cases of missed detection and
false detection, which provides wrong data support for the
subsequent classification. In this paper, we improve and opti-
mize the object detection model to make it more suitable for
object detection of offshore drilling platform to provide accu-
rate data for subsequent classification, and we optimize the
parameters of the classification model to improve the clas-
sification accuracy in the subsequent classification stage, as
shown by the experimental results in Section “The evalua-
tion of position features and the classifier”. The classification
model in this paper outperforms the classification model pro-
posed by Nath et al. Therefore, based on the above analysis,
it can be concluded why our framework can perform better
on the PPED.

Xiong et al. [23] used pose estimation to obtain human
keypoints, localized head and torso regions based on human
keypoints, and achieved PPE detection by image classi-
fication. From the data in table, it can be seen that the
performance of this method on the PPED dataset is infe-
rior to that of the method in this paper. The reason is that
the method proposed by Xiong et al. is based on pose esti-

Table 5 The comparison of

cach metric of different helmet Method Accuracy Recall, Recall; MAR FAR Time(s)
detection methods Shen [25] 0.768 0.768 0.666 0.232 0.334 0.12
Li [19] 0.770 0.828 0.722 0.172 0.278 0.09
Ours 0.878 0912 0.850 0.088 0.150 0.06
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Table 8 The comparison of

cach metric of different PPE Method Accuracy Recally Recally MAR FAR Time (s)

detection methods Nath [22] 0.809 0.786 0.856 0.214 0.144 0.08
Xiong [23] 0.865 0.841 0915 0.159 0.085 0.14
Ours 0.931 0.921 0.952 0.079 0.048 0.08

mation, and the accuracy of the localization and recognition
of human key points will directly affect the goodness of the
model. On the offshore drilling platform scenario, the com-
plex postures of workers such as squatting and bending over
lead to key points obscuring each other, resulting in erro-
neous detection results, and the dense pipelines also obscure
the workers’ bodies, affecting the accuracy of posture estima-
tion and thus reducing the PPE recognition accuracy. Unlike
the Xiong et al. method, the proposed framework in this
paper does not rely on human posture estimation. In addi-
tion, the proposed method by Xiong et al. involves a more
complex model structure and has a poorer real-time perfor-
mance compared to the method in this paper. In summary,
from the comparison results and the above analysis, it is clear
that the proposed framework in this paper has better detec-
tion accuracy, reliability and real-time performance on the
PPED dataset compared to the existing state-of-the-art PPE
detection methods.

Figure 15 shows the results of the PPE detection by our
method on the offshore drilling platform. The detection
results show that the method proposed in this paper can accu-
rately identify workers wearing PPE (e.g., subfigures (b), (c),
(e)) and those not wearing PPE (e.g., subfigures (a), (d), (f)).

The ablation experiment

In this paper, we design ablation experiments to analyze the
effect of classifiers P-H-classifier and P-W-classifier on PPE
detection results, and also analyze the effect of P-H-classifier
and P-W-classifier obtained from different candidate feature
parameters and number of decision trees on PPE detection
results. Table 9 shows the experimental results on the PPED
dataset with Recall, FAR and MAR as evaluation metrics.
From the results in Table 9, it is clear that the classifier has
an impact on the final PPE detection results. The results of
Recall; and FAR are unaffected when there is no classifier or
when a high-performance classifier is used; however, when
the classifier performance is low, it leads to a decrease in
Recall; and an increase in FAR value at the same time, which
is mainly explained by the fact that the classifier is based
on the relative offset of the target to distinguish whether the
worker is wearing PPE or not, and for workers who wear PPE
correctly, the target detection result only can also be relied
on to determine the presence of PPE, thus obtaining the same
effect as using a high-performance classifier. Conversely, the

use of a classifier with lower performance leads to incorrect
relative position judgments, resulting in the identification of
workers wearing PPE as not wearing PPE. We also found
that the use of a classifier increases the value of Recall, and
decreases MAR, because relying on object detection only
cannot yield correct results for workers not wearing PPE,
especially those holding helmets in their hands. The use of
the classifier reduces the probability of identifying unwearing
PPE workers as wearing PPE, which is the expected result
in practical applications. When we continue to improve the
classifier accuracy, there is no improvement for the results,
which indicates that the classification parameters chosen in
this paper are based on the proposed framework to achieve
the optimal results, and if we want to continue to improve the
performance of the framework, we need to start from other
stages, such as the object detection process, the reliability
of the data provided in this stage is crucial, therefore, the
follow-up can continue to explore methods to improve the
performance of this stage.

The analysis of algorithm applications

We analyze the feasibility of the results from two perspectives
of real-time and accuracy, as shown in Fig. 16. In the existing
offshore drilling platform, there are 450 monitoring cameras
and 9 servers responsible for identification, each server is
responsible for 50 cameras, as can be seen from Table 7, the
average time for our model to identify each image is 0.08s,
and each server polls and identifies the images collected by
50 cameras in turn. In other words, each camera is polled once
every 4s. Considering that the human behavior in the surveil-
lance screen is continuous, polling once every 4 s is sufficient
for practical applications. If there is a higher requirement for
real-time, the number of servers can be increased appropri-
ately, thus reducing the number of cameras undertaken by
each server. In practical applications, people prefer models
with high recognition accuracy and low false alarm rate, that
is, the accuracy is as high as possible and the FAR and MAR
are as low as possible. As can be seen from Table 7, our
model is more in line with people’s expectations compared
with other PPE detection methods, the value of MAR is lower
than 8 and the value of FAR is lower than 5 in 100 images,
which is acceptable.
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Fig. 15 The detection results of PPE for the offshore drilling platform based on the proposed framework

Table9 The ablation of classifiers is studied on PPED using the frame-
work proposed in this paper

Recall; Recall, MAR FAR
No-classifier 0.952 0.651 0.349 0.048
Classifier (ours) 0.952 0.921 0.079 0.048
Classifier (low) 0.884 0.862 0.138 0.116
Classifier (high) 0.952 0.921 0.079 0.048

No-classifier: no classifier after object detection; Classifier (ours) the
classifier used for the experiments in this paper; Classifier (low ): classi-
fier with low accuracy composed of other parameters (candidate features
of 1 and the number of decision trees of 2); Classifier (high): classifier
with high accuracy composed of other parameters classifier (candidate
features of 4 and number of decision trees of 4)

Conclusion

In this paper, we propose a high-performance PPE detec-
tion framework to rapidly and accurately identify workers
on the offshore drilling platform who are not wearing hel-
mets or workwear. This paper transforms PPE detection into
object detection and classification and accomplishes detec-
tion by means of multi-algorithm fusion. Firstly, we propose
a novel object detection algorithm, named RFA-YOLO, to
achieve the localization and recognition of the person, hel-
met, and workwear. RFA-YOLO adds a residual feature
augmentation module with YOLOvV4 as the baseline, which
reduces the loss of effective information in the high-level
feature map and improves the object detection accuracy. In
order to determine whether workers are wearing helmets and
workwear correctly, we propose a method for constructing

@ Springer

V_ﬁ
&i 44,

Fig. 16 The implementation diagram of the proposed method on an
offshore drilling platform. The bottom layer is the surveillance camera,
which is responsible for collecting the site images; the middle layer is
the server, where the model is deployed on each server and is responsible
for completing the PPE detection; the top layer is the client, where the
identification results of each server are aggregated to the client, which
is responsible for visualizing the identification results and generating
alert messages

position features based on object bounding boxes. The fea-
ture vector representing the relative offset of the object is
obtained based on the category and coordinate information
of the object detection output. With the feature vector, we
train the dataset consisting of position features to obtain the
classifier by the random forest classification algorithm. In
the training process, this paper uses parameter optimiza-
tion methods to obtain high-performance classifiers. After
the surveillance images of the offshore drilling platform
are input into the detection framework, the PPE detection
is achieved through an inference mechanism after object
detection, feature construction, and feature classification. To
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verify the performance of the proposed method in this paper,
we compare this method with other literature methods, and
the experimental results show that the proposed framework
performs better for PPE detection on the offshore drilling
platform. The framework can detect workers who are not
wearing helmets or workwear in time and generate alarm
messages. Currently, an operating video monitoring system
for the offshore drilling platform has been completed based
on this detection framework.

However, there are still limitations of the proposed frame-
work in this paper, for example, in practical application
scenarios, a few workers’ heads or torsos are partially
obscured by pipes during operation, which makes the method
in this paper unable to accurately identify the PPE wearing
situation; in extreme weather such as fog and heavy rain at
sea, the workers in the monitoring screen are blurred, which
leads to the inability to accurately locate and identify the
workers and also reduces the PPE detection accuracy. There-
fore, occlusion and blurred images are the next important
problems we need to solve. Therefore, the authors propose
that the next piece of work that needs to be improved.
The application of knowledge graph in object detection has
achieved remarkable performance [42]. Therefore, it is a
feasible approach to improve helmet and workwear detec-
tion accuracy with the help of inherent relationships between
objects (entities). Finally, it is crucial to increase the diversity
of the scenes and types of datasets on which more reasonable
test and comparison results are obtained.
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