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Abstract

The problem of the underwater structure disease of the bridge is increasingly obvious,
which has seriously affected the safe operation of the bridge structure, so it is necessary
to detect the underwater structure regularly. There are many kinds of bridge underwater
structure diseases. This paper targets the bridge underwater structural crack diseases
adopts multiple image recognition networks for verification, compares the advantages
of different networks, and takes the YOLO-v4 network as the main body to build
a lightweight convolutional neural network.Mobilenetv3 replaced CSPDarkent as the
backbone feature extraction network, while the feature layer scale of Mobilenetv3 was
modified, and the extracted preliminary feature layer was input into the enhanced
feature extraction network for feature fusion. The PANet networks are replaced by
the depthwise separable convolution. Using ablation experiments to compare the
performance of four algorithm combinations in lightweight networks. At the same
time, the disease identification accuracy of each network and the performance of the
network are tested in various experimental environments, and the feasibility of the
lightweight network is verified in the application of bridge underwater structure damage
identification.

1 INTRODUCTION

With the continuous enhancement of China’s economic
strength and the significant improvement of science and tech-
nology levels, water-related projects have developed rapidly.
Bridge construction is developing rapidly in the direction of
longer spans, deeper foundations, and higher bridge towers [1].
Among them, the construction of deep-water Bridges, such
as the Hong Kong-Zhuhai-Macao Bridge [2], continues to
develop, but the complexity of the underwater environment [3]
makes the status of underwater structure detection of Bridges
[4] more and more important. At present, there are few cases
of bridge underwater structure detection, and the technical
scheme preparation is insufficient. The conventional bridge
underwater detection method is to visually detect underwater
diseases by professional divers and record the disease size
information, but this method is susceptible to the subjective
influence of divers when measuring disease information. In the
complicated underwater environment, divers have some hidden
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dangers [5]. Trying to use underwater robots instead of divers
to identify and detect underwater bridge structural diseases.
Therefore, it is necessary to build a lightweight identification
network, and underwater robots can replace divers to identify
and detect underwater structural diseases of Bridges. This
paper compares the two commonly used detection methods.
The advantages and disadvantages of the methods are listed in
Table 1.

Underwater structure damage identification of bridges has
always been a difficult point. Underwater environment com-
plexity restricts the effectiveness of bridge structure damage
identification, and an appropriate structure detection method
is particularly important. The non-destructive testing (NDT)
method plays an important role in bridge damage identification.
Cerro and Ferrigno discuss the method and scope of the NDT
[6].The most commonly used NDT methods include the fol-
lowing six: Ultrasonic pulse speed (UPV) method [7, 8], acoustic
emission, ray inspection, infrared thermal imaging, sensor mon-
itoring, and ground-detection radar (GPR) [9]. As an important
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TABLE 1 Advantages and disadvantages of bridge detection methods

Detection method Advantages Disadvantages

Underwater visual inspection
method

Carry out multiple inspections: foundation scour
inspection, aquatic life inspection, riverbed
measurement, bridge crack inspection

Subject to diver’s subjective influence when
measuring disease information.

Sonar technology detection Large-scale detection, overall imaging, and obvious
effect on large-scale diseases

It requires multiple people in the team to cooperate
with the erection of the instrument, and the
detection accuracy of minor bridge diseases is
relatively low.

Underwater robot detection Free and flexible, able to accurately identify and detect
underwater diseases of bridges

It is greatly affected by the underwater environment,
such as water turbidity, water flow speed

method of underwater non-destructive testing and identifica-
tion, underwater detection and imaging technology has attracted
more and more attention, and many countries are developing
research on turbidity water detection and imaging technology.
Bin et al. [10] used sonar technology to detect the underwater
foundation damage of ancient Chinese stone arch Bridges, used
a multi-beam echo sounder [11] to measure the terrain under
the bridge, scanned the sediment under the bridge and sub-
merged obstacles on both sides, and investigated the exposed
state of wooden piles and the appearance of strip stone foun-
dation. Combined with the results of multi-beam sounding, the
erosion of the underwater foundation is analyzed. The under-
water three-dimensional sonar imaging [12] is used to scan the
underwater foundation and detect its state of the underwa-
ter foundation. Due to the high use conditions of instruments
and equipment, the sonar technology and methods have cer-
tain limitations, the identification accuracy of bridge underwater
structure cracks is low, and the application requirements are
relatively high.

With the rapid development of computer technology, deep
learning algorithms are constantly changing, making break-
throughs in image recognition, natural language processing,
and data mining, and have gradually been applied to medical
imaging [13], proteomics [14], physics [15] and other profes-
sional fields. The deep learning algorithm is also been gradually
introduced into the professional field of bridge detection [16].
A deep learning algorithm introduces bridge disease detec-
tion to improve the efficiency of bridge disease detection to
some extent. Li et al. [17] proposed an end-to-end SSENets
model for accurately detecting bridge cracks, and applied the
deep learning-based target detection method to bridge disease
detection; Zhu et al. [18] proposed to use convolutional neural
network for bridge disease detection. Gao [19] used Resnet
architecture to identify concrete cracks on the bridge deck, with
an accuracy of 93%. To obtain information on the length, width,
and area of the disease, Ruan [20] first divided the disease image
by semantic segmentation and then obtained the 2D informa-
tion of the disease based on the image processing technology.
The identification of crack width and length parameters on the
dam surface was studied by Chen [21]. Ying [22] applied the
UNet network with residual module to bridge crack detection,
proposed a new method for bridge crack recognition, and
proposed a measurement method of crack length and width in

combination with the digital image. To sum up, many scholars
have studied the application of deep learning in concrete disease
detection [23], but there are few kinds of research on under-
water structural damage. Meanwhile, the crack recognition
algorithm of a convolutional neural network generally has prob-
lems such as complex network structure and too many training
parameters.

Compared with previous generations of networks, Mosaic
data enhancement, and Self-Adversarial Training(SAT) technol-
ogy are added to the YOLO-v4 network [24]. Mosaic is a new
data enhancement method, which blends four training images to
enhance the robustness of the model. Cao et al. [25] applied the
YOLO-v4 network to the real-time object detection of masks in
the night environment, and achieved a relatively good detection
effect, indicating that the YOLO-v4 network can be applied to
the environment of weak underwater light. Hu et al. [26] mod-
ified the connection method of the feature pyramid network
(FPN)+path aggregation network (PANET), and replaced the
characteristic diagram of large-scale information in the original
YOLO-V4 network with a finer-grained YOLO feature map.
The modified network works well in identifying tiny objects in
uneaten feed pellets underwater. Wang et al.[27] build a Triden-
YOLO v4 efficient object detection network based on YOLO
v4, which is designed for mobile devices with limited computing
power.

Here, based on the YOLO-v4 neural network algorithm,
Mobilenetv3 [28] is used to replace CSPDarkent as the back-
bone, and the ordinary convolution in the PANet network is
replaced by 3 × 3 depthwise separable convolution, and the
prior box is improved. Due to the limited computing capability
of the underwater robot, it is possible to use the lightweight
network to identify the damage to the bridge structure with
a certain accuracy. The data set in this experiment is mainly
derived from the materials provided by a bridge underwater
inspection company and collected from the Internet. A total
of 8780 pictures have been collected after processing. It can
be divided into three types according to the different under-
water fracture environments: clean water environment, muddy
water environment, and deepwater environment, and verify the
identification accuracy of the lightweight network under the
condition of small cracks. At the same time, the performance
of various networks under different image acquisition angles is
verified.
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2 YOLO-V4 NETWORK
IMPROVEMENT

2.1 YOLO-v4 convolutional neural network

Currently, there are two types of commonly used target detec-
tion algorithms. One is the target detection networks based on
regional recommendations, such as Mask R-CNN, and Faster R-
CNN [29]; the other is the YOLO series based on the regression
target detection network [30], which has higher detection accu-
racy and faster real-time detection speed compared with the first
type of target detection algorithm.

The core idea of the YOLO series is to solve the target detec-
tion as a regression problem, and use an end-to-end network
to input the target image into the model, which outputs the
type of the target and marks the position of the object in the
image [31]. YOLO-v4 is the fourth generation of the YOLO
algorithm, which has a great improvement in detection accuracy
and speed.

YOLO-v4 backbone feature extraction network is improved
based on the YOLOv3 backbone(darknet-53) and pro-
poses a CSPdarknet-53 feature extraction network. CSPnet
divides darknet residual blocks into two parts, one of
which continues to stack residual blocks as the backbone,
and the other part is directly connected after simple pro-
cessing. This improved method reduces the amount of
network computation and avoids the problem of gradient
disappearance

YOLO-v4 uses SPP and PANet structures as feature fusion
networks, and the SPP structure maximizes the pooling of
feature maps, converts them into feature maps of different
scales, and then enters them into the PANet network to stitch
together with the original feature map. This part is to upsample
and downsample the three feature layers extracted through the
backbone feature extraction network to obtain three optimized
feature layers with more generalization.

The prediction network outputs three feature graphs, which
are respectively used to detect the large target, medium target,
and small target. Each point in the feature graph has three pre-
diction boxes, and the offset, width, and height of the prediction
box are set, as well as the type and position of the final output
target.

2.2 YOLO-v4 network improvement

Compared with other algorithms, the YOLO-v4 network has
higher detection accuracy and speed, but the network model
uses a large number of residual structures, which needs to
calculate a large number of parameters in the process of
image feature extraction, which needs to rely on power-
ful GPU computing resources. The research content of this
paper is to use underwater robots to detect bridge under-
water structural diseases. The underwater robot is shown
in Figure 1. Due to the limited computing resources of
underwater robots, it is difficult to embed the YOLO-v4 net-
work. Therefore, it is of great significance to study a set

of lightweight network models for underwater detection of
Bridges.

2.2.1 Depthwise separable convolution

The core idea of the Mobilenet network is to replace ordinary
convolution with deep separable convolution, which greatly
reduces the number of parameters and computation of the
model and makes the model meet the real-time requirements
in mobile devices. Depthwise separable convolution divides
ordinary standard convolution into deep convolution and point-
by-point convolution. Standard convolution uses a convolution
kernel with the same number of input image channels to carry
out convolution operations. Deep convolution uses different
convolutions to check each channel of the input image for con-
volution operation. Point-by-point convolution combines the
feature graph obtained by deep convolution with 1 × 1 convolu-
tion kernel to obtain a new feature graph, reducing the number
of parameters and calculation of the model, and achieving the
same effect as standard convolution.

2.2.2 Inverted residual

In the traditional residual network structure, the input features
are dimensionally reduced by 1 × 1 convolution, and the gen-
eral dimension is reduced to 1/4. Then, the 3 × 3 standard
convolution is used to conduct convolution operation on the
dimensionally reduced features, and finally, the convolution is
used to achieve dimensionally increased, that is, there are more
channels at both ends and fewer channels in the middle. In
this way, feature extraction by reducing the dimension reduces
the amount of calculation and improves the calculation speed,
but it cannot extract enough overall feature information in the
low dimension. To extract enough feature information from
the residual network, an inverted residual structure is proposed,
which is improved as follows.

1. The 1× 1 convolution dimension raising is used for the input
feature Layer, and BM (Batch Normalization Layer) is used
to normalize the obtained features, which is conducive to the
accelerated convergence of the network and the improve-
ment of the generalization performance of the network.
ReLu6 with better performance is used as the activation
function.

2. Use 3 × 3 depthwise separable convolution instead of 3 × 3
standard convolution. Here, depthwise separable convolu-
tion is used to reduce the amount of computation. Set the
dimension-raising hyperparameter to 6, and change the num-
ber of channels in this layer to six times the original, so
that enough feature information can be extracted in high
dimensions.

3. Using 1 × 1 convolution to reduce the dimension, the non-
linear ReLu6 activation function will cause the loss of feature
information in the low-dimensional space, and the linear
activation function is used instead.
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FIGURE 1 Data collection based on underwater robots: (a) Underwater robots. (b) Laptop computers used for monitoring

FIGURE 2 Residual structure :(a) Ordinary residual structure. (b)
Improved inverted residual structure

The residual structure and inverted residual structure are
shown in Figure 2 below:

2.2.3 Introduce the SE attention mechanism

The traditional network model considers that each channel of
the feature layer has information of the same importance. Some

channels contain less information, and each channel still needs
to be calculated, which increases the calculation amount of
the network. To make the performance of the network bet-
ter, this improved network introduces a lightweight attention
mechanism SE module, which is placed after the depthwise
convolution in the inverted residual structure.

The SE structure diagram is shown in Figure 3. It mainly
includes two parts: Squeeze and Excitation. The importance of
each feature channel can be obtained through compression and
excitation, and weight is given to each channel according to its
importance. Make the network model pay attention to certain
channels in a targeted manner, limit useless feature channels,
and maximize network performance.

In Figure 2, the size of a feature layer after depthwise sep-
arable convolution is F × F × C. The traditional structure
directly reduces its dimension and output. This improvement
is based on the traditional network and introduces the attention
mechanism through the following steps.

1. The first is the compression operation: a global average pool-
ing is used to compress the feature channel F × F × C into
1 × 1 × C, and all the feature values on each channel are
compressed into one value, which is calculated from all the
feature values and has a global receptive field.

2. Next, perform the excitation operation: assign each feature
channel a different weight value. The excitation part con-
sists of two fully-connected layers. The first fully-connected
layer has C × SERadio neurons, where SERadio repre-
sents the scaling parameter. The purpose of setting this
parameter is to reduce the feature channel and thus reduce
the amount of calculation. The input is compressed to get
1 × 1 × C features, the output is 1 × 1 × C × SERa-
dio; the second fully connected layer has C neurons, the
input is 1 × 1 × C × SERadio, and the output is
1 × 1 × C.

3. Finally, the scaling operation is carried out, and the weight
value of each feature channel obtained in the previous step
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FIGURE 3 Squeeze-and-Excitation (SE) structure diagram

is multiplied by the corresponding feature channel of the
original feature graph, and finally, the feature layer with the
attention mechanism is obtained.

2.2.4 Improvement of backbone feature
extraction network

The CSPDarkent53 backbone feature extraction network has
high detection accuracy, The number of parameters and the
numerical calculations is large, to meet the low computing
power of mobile devices. This paper uses the lightweight
Mobilenetv3 instead of CSPDarkent53 as the backbone feature
extraction network of YOLO-v4.

Since the input features of the subsequent network are fixed
values, which do not match the size of the feature graph in
the middle of the original Mobilenetv3 network, it cannot be
directly used for replacement. Therefore, the Mobilenetv3
network needs to be improved. Layers 7, 13, and 17 in the
Mobilenetv3 network were selected for extraction to replace
the three effective feature layers in the original YOLO-v4 net-
work. Modules after layer 17 were deleted. Point convolution
operation was performed on the extracted three-layer modules
to change the feature dimension to match the subsequent
network.

2.2.5 Improve the prior box

After PANet network feature fusion, the three output feature
layers are 52× 52, 26× 26, and 13× 13, which are used to detect
small objects, medium objects, and large objects, respectively.
The target detection system studied here is bridge underwater
crack detection. Due to the complex underwater environment,
long-distance shooting cannot display specific information due
to the turbidity of the water body. It is too close to the under-
water crack and cannot perceive the overall picture. Therefore,
appropriate range detection is needed for underwater vehicles.
Under the condition of a certain distance, the underwater cracks

FIGURE 4 Output layer merge

photographed have different shapes, but there is no significant
difference in the proportion of the images. In addition, there is a
single target type. With the original prediction method, different
cracks may be divided into different layers for detection, and the
detection scale may not match the perceived field of view. Most
of the cracks need to be detected by the large output layer, which
will cause the medium output layer and the small output layer to
be unable to be trained, resulting in a decrease in the detection
accuracy of the model.

To avoid the above problems, this paper improved on the
original basis by fusing the three feature output layers into one
output layer. The specific improvement method is shown in
Figure 4 below. After the improvement, all cracks were detected
by multi-feature fusion in the large output layer.

2.2.6 Improve and strengthen the feature
extraction network

PANet repeatedly samples the input effective feature layer to
obtain more effective feature information. Since PANet adopts
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FIGURE 5 Optimizing the PANet structure

TABLE 2 Comparison of the network parameters

Network model

Number of

parameters

Model

size/MB

YOLO-v4 6,404,0001 244

Mobilenetv3-YOLO-v4 40,043,389 152

Lite-YOLO-v4 11,791,741 44.3

YOLO-v5l 47,056,765 179

YOLO-v5m 213,756,45 81.54

YOLO-v5s 7,276,605 27.76

a large number of 3 × 3 convolutions, the network computa-
tion is heavy. This paper uses depthwise separable convolution
instead of general convolution to build a lightweight PANet
network. The optimized structure is shown in Figure 5, where
Conv-dw indicates that depthwise separable convolution is
introduced.

When the improved PANet network splices and fuses the
three input feature layers, it uses depthwise separable convo-
lution to complete the upsampling and downsampling of the
feature map. Finally, it inputs the fused feature information into
the prediction network. The optimized PANet network signif-
icantly reduces the computation and improves the detection
speed.

To verify whether the computational complexity of the
improved network is reduced, the network parameters are
compared with other networks in this paper. The specific
situation is shown in Table 2. YOLO-v4 represents the orig-
inal network; Mobilenetv3-YOLO-v4 replaces CSPdarkent53
with Mobilenetv3 as the backbone feature extraction network.
Finally, Lite-YOLO-v4 is the network studied in this paper. Lite-
YOLO-v4 represents an improved backbone feature extraction
network and an enhanced feature extraction network for mobile
devices.

Using Mobilenetv3 as the backbone feature extraction net-
work can reduce the number of network model parameters to
62.5% of the original and the model size to 62.3%; On this basis,
after PANet is optimized, the model parameters are reduced to
18.4% of the original, and the model size is the original YOLO-
v4 of 18.2%. The number of parameters of the network here is
25.06% of YOLO-v5l, 55.16% of YOLO-v5m, and YOLO-v5s
is 38.29% less than this network. It can be seen that the net-
work studied in this paper can significantly reduce the amount
of computation and meet the needs of devices with different
configurations.

2.2.7 Improved overall network model

In summary, based on YOLO-v4, this paper studies a
lightweight convolutional neural network Lite-YOLO-v4, which
can be used in mobile devices. The following specific improve-
ments are made based on the original YOLO-v4:

1. Mobilenetv3 replaces CSPDarkent as the backbone fea-
ture extraction network and modifies the feature layer
scale of Mobilenetv3 to connect it with the subsequent
network. The extracted preliminary feature layer is input
to the enhanced feature extraction network for feature
fusion.

2. A large number of 3×3 ordinary convolutions are used in the
PANet network. To reduce the amount of computation, this
paper replaces ordinary convolutions with 3 × 3 depthwise
separable convolutions.

3. The prior box is improved. The original three feature output
layers are changed into one output layer.

The structure of the improved YOLO-v4 network model,
namely the lightweight network model Lite-YOLO-V4, is
shown in Figure 6 below:
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FIGURE 6 Structure of the Lite-YOLO-v4 crack detection algorithm

The IRB_X and SEIRB_X in above Figure 6 represent the
inverted residual blocks and inverted residual blocks intro-
ducing Squeeze-and-Excitation Networks, respectively. The
convolution step size is divided into two structures; When
the convolution step size is 1, the structure of IRB_X and
SEIRB_X is shown in Figure 7. The input information in the
two structures will be added directly. When the convolution step
size is 2, the structure of IRB_X and SEIRB_X is shown in
Figure 8. The input information runs according to the structural
process.

2.3 Training techniques

2.3.1 Mosaic

Mosaic data augmentation helps increase the richness of the
samples in a similar way to CutMix data augmentation. The dif-
ference is that CutMix only selects two images for operation at a
time. Mosaic selects four images at a time, and inputs the results
after rotation and splicing them into the convolutional neural
network for training.
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FIGURE 7 Inverse residual structure of stride = 1. (a) Ordinary inverse residual blocks (IRB). (b) SE inverted residual blocks (SEIRB)

FIGURE 8 Inverse residual structure of stride = 2. (a) Ordinary inverse residual blocks (IRB). (b) SE inverted residual blocks (SEIRB)

2.3.2 Cosine annealing learning rate

Deep learning uses a gradient descent algorithm to make the
loss value of the model constantly close to the global minimum
value and finally make the model converge. In model training,
proper adjustment of the learning rate can accelerate model con-
vergence and avoid oscillation near the minimum value. The
original learning rate adjustment method easily falls into the
local optimal solution. Hutter et al. [19] proposed a Stochas-
tic Gradient Descent algorithm with Warm Restarts. There are
many locally optimal solutions in the Gradient Descent pro-
cess, and the algorithm periodically adjusts the learning rate. The
local optimal solution can be jumped out. The optimal global
solution can be approached by first slowing down, accelerating,
then slowly decreasing, and then returning to the initial value
when the decay is reduced to 0. This paper uses the cosine
annealing attenuation algorithm provided by the TensorFlow
framework, and the minimum learning rate is set as 10–5, chang-
ing once every ten epochs. The curve of the learning rate is
shown in Figure 9 below:

FIGURE 9 Learning rate change curve during training

2.3.3 Transfer learning

Transfer learning applies the weight of a trained network to an
untrained network, most of the data have a specific correlation,
and the trained model has a strong generalization ability. There-
fore, transfer learning can share the learned feature extraction
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TABLE 3 Training parameter settings for the network model

Parameter name Parameter size

Training 7024

Test 1756

Input 416 × 416

Epoch 100

Freeze-epoch 50

Freeze-batch size 4

Freeze-learning rate 1 × 10–3

Unfreeze-epoch 50

Unfreeze-batch size 2

Unfreeze-learning rate 1 × 10–4

ability with the untrained model by setting pre-training weights
to speed up its training. For network models trained with small
data sets, the feature extraction ability of pre-trained models
trained on large data sets can be learned by using transfer learn-
ing to prevent over-fitting. To speed up the model training
speed, the weight of Mobilenetv3 trained on the VOC data set
is applied to the underwater crack detection of bridges in the
method of transfer learning.

3 MODEL TRAINING AND RESULT
ANALYSIS

3.1 Experimental environment

Bridge underwater crack detection model experiments using
the TensorFlow framework to build the network. The proces-
sor running deep learning is Intel Xeon E3-1230, the NVIDIA
Quadro K1200 model GPU with a video memory of 4GB, and
using the deep learning platform TensorFlow-GPU = 1.13.2,
Keras = 2.1.5.

The data set in this experiment mainly comes from mate-
rials provided by a bridge underwater inspection company
and collected from the Internet, including Crack 500. After
processing, a total of 8780 pictures were collected. The dif-
ferent underwater crack environments are mainly divided into
the clean water environment, muddy water environment, and
deepwater environment. Among them, the deepwater envi-
ronment has an overall greenish image due to the absorption
of light by water. The underwater crack pictures are marked
by Labelimg software, and the prepared data set is divided
into a training set and a test machine according to the ratio
of 8:2. Figure 10 shows some photos of the three types of
environments.

The network is trained for a total of 100 epochs. The
backbone feature network is frozen in the first 50 epochs to
speed up the training efficiency and is unfrozen in the latter
50 epochs for full network parameter training. The follow-
ing Table 3 shows the specific parameters set during model
training.

FIGURE 10 Partial underwater crack image. (a) Crack image in clean
water environment. (b) Crack image in turbid water environment. (c) Crack
image in deepwater environment

3.2 Evaluation indicators

The commonly used evaluation indicators to evaluate the effect
of a trained network model are Precision(P), Recall(R), Com-
prehensive index F1, Average precision (AP), Mean Average
Precision (mAP), and Frames Per Second (FPS).

Since this network model is used to detect underwater cracks,
the AP value is equal to the mAP value in this model.

3.3 Ablation experiment

The network proposed a method to improve the performance
in this paper, different combinations of training skills are used
to train the network here, and the training results are compared
and verified to find the training skills suitable for the network
here.

The Lite-YOLO-v4 network proposed here is used as the
experimental network to verify the performance improvement
brought by different training techniques. The design of the
ablation experiment is shown in Table 4 below:

1. The experimental network only uses an Exponential Decay
Rate;

2. The experimental network uses Mosaic data enhancement
and Exponential Decay Rate;

3. The experimental network only uses the cosine annealing
decay;
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3902 LI ET AL.

TABLE 4 Ablation experiment design and evaluation index values

Serial

number

Mosaicdata

augmentation

Cosine

annealing decay

Exponential

decay Recall Precision mAP

1 × × √ 46.89% 83.85% 72.3%

2 √ × √ 38.21% 89.33% 71.6%

3 × √ × 47.98% 93.97% 77.07%

4 √ √ × 39.23% 91.12% 73.05%

FIGURE 11 Loss function curves under four experimental conditions

4. The experimental network uses Mosaic data augmentation
and cosine annealing decay.

The four experimental conditions’ loss of network training
function curves is shown in Figure 11. Exponential decay of

learning rate.
As can be seen in above Figure 11, the loss function of

the training set and the loss function of the validation set
converge in a consistent manner, indicating that the improved
network model in this paper has good performance. Each
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LI ET AL. 3903

FIGURE 12 Comparison of loss function curves of detection models

network model can quickly converge in the first ten epochs and
decrease slowly in 10–50 epochs, indicating that the network
has been trained well at this time. At 50 epochs, the value of the
loss function suddenly drops significantly, indicating that the
network is thawed and the overall parameters are started to be
trained. In the range of 70–100 epochs, the loss function curve
does not decrease significantly, indicating that the network has
converged at this time.

To further verify the impact of different training techniques
on model training, this paper compares the training set loss
functions and validation set loss functions of the four net-
works. Due to the large loss value of the first five epochs, the
comparison effect of putting the four networks together is
not apparent. The loss error of the first five values is large,
which has little practical significance to the model. The loss
values of the first five epochs had a large error. After removing
the loss values of the first five epochs of the four networks,
the comparison effect became more obvious and intuitive.
Figure 12 shows the comparison of the network loss function
curve of the training set and verification set in Figure 12. The
numbers in the figure correspond to the above four cases
respectively.

In the loss function descent curve, it can be found that at 50
epochs, the four network models can converge. However, the
two networks using the exponential decay algorithm can con-
verge faster and tend to converge at 20 epochs, (1), (2) The
model loss function curve is relatively consistent; In the range
of 50 to 100 epochs, it can be seen that the loss function curve
of the cosine annealing decay algorithm is more volatile than
the exponential decay algorithm, but it can reach a lower value.
The loss function value is 2/3 of the exponential decay algo-
rithm. It shows that using the cosine annealing decay algorithm
can effectively jump out of the local optimal solution; observ-
ing the loss curves of (3) and (4), it can be seen that the loss
function of the model without Mosaic data enhancement can

reach a lower value, and the loss function value is about 4/5 of
the Mosaic algorithm. It is inferred that this model uses Mosaic
Data enhancement is not stable. To verify this conjecture, this
paper evaluates the above four kinds of networks. The spe-
cific evaluation index values are shown in the following Table 3,
where the serial numbers correspond to the above four kinds of
networks.

Observe the above table and compare the first two net-
works. On the premise of using the exponential decay algorithm,
the network enhanced by Mosaic data has a 0.7% lower mAP
value than the former. Comparing the latter two networks, on
the premise of using the cosine annealing decay algorithm,
the mAP value of the network enhanced by Mosaic data is
reduced by 2.02%. It can be seen that the stability of the
Mosaic data enhancement algorithm is not good, and its per-
formance in the lightweight network proposed in this paper is
mediocre.

Through (1), (3) network comparison; (2), and (4) network
comparison, it can be found that the mAP values of the network
using the cosine annealing decay algorithm and the network
using the exponential decay algorithm are increased by 2.77%
and 1.45%, respectively. The results show that the cosine anneal-
ing algorithm achieves the optimal performance of the network
by jumping out of the local optimal solution by jumping the
learning rate.

The following compares the detection effects of cracks to
verify the actual application of the above four networks. To
make the comparison results sufficiently reliable, the follow-
ing comparisons are made from different working conditions.
Figure 13 shows the test results.

According to the detection results in Figure 13, it can be
seen that the model based on the exponential decay algorithm
is terrible at detecting in the muddy water environment and
deepwater environment, as no cracks were detected; although
the model using Mosaic data enhancement and exponential
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3904 LI ET AL.

FIGURE 13 Crack detection results of four models under six working conditions

decay algorithm can identify underwater cracks under com-
plex working conditions, the score is low. Using the learning
annealing decay algorithm and Mosaic data enhancement to
detect in harsh environments, there is a phenomenon of missed
detection and incomplete crack detection; Instead of using
the Mosaic algorithm, model 3, whose learning rate adopts
the cosine annealing decay algorithm has the best detection
performance. The detection results show that the crack is
completely wrapped, and the detection score is the highest,
which verifies the correctness of the inference according to
Table 4.

3.4 Experiment results and analysis

The experiment in the previous section proves that the model
using the cosine annealing attenuation algorithm has better
performance. In this section, to verify the improvement of
detection accuracy and speed of the model studied here, the
model is compared with CenterNet, YOLO-v4, YOLO-v4-tiny,
Mobilenetv3-YOLO-v4, YOLO-v5l, YOLO-v5m, and YOLO-
v5s algorithms. All models were trained with the same training
parameters and data sets. The loss function curves of the eight
models are shown in Figure 14. It can be seen that both the loss
function of the training set and the loss function of the training

set of all networks converge rapidly with 15 epochs. They indi-
cate no problem with the data set made in this paper and the
training parameters of the model set. The training effect of the
eight models is good, without an over-fitting phenomenon, and
the training results of each model are reliable, which can be used
for comparative experiments.

To have a more precise evaluation of the training results of
the above eight network models, indicators are evaluated for the
above models in this paper. The specific evaluation index values
of each network are shown in Table 5.

As shown in Table 5, when conducting underwater crack
detection, the model size of the improved Lite-YOLO-v4 net-
work is 20% of the original, and the average detection accuracy
is 7.13% lower than that of the YOLO-v4 network. How-
ever, the detection speed is 178% higher than that of the
YOLO-v4 network. At the same time, the training speed is
greatly improved compared with the YOLO-v4 network. It
can meet the requirements of real-time detection of mobile
equipment with low computational power. Compared with the
CenterNet network, the detection accuracy is 0.03% lower,
but the model size is only 40% of CenterNet. The detec-
tion frame rate increases by 66.7%, and the training speed is
also greatly improved. Compared with the YOLO-v4-tiny net-
work, the model size and detection speed are not different, and
the average detection accuracy is improved by 10.21%. Based
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LI ET AL. 3905

FIGURE 14 Model loss function plot. (a) Comparison curve of the loss function of the training set. (b) Validation set loss function contrast curves

TABLE 5 Values of the eight model indicators under the crack dataset

Model Recall Precision mAP FPS

Model

Size/MB

Training

time/epoch

YOLO-v4 53.61% 95.62% 84.2% 9 244 15 min

CenterNet 48.53% 94.31% 77.1% 15 125 8 min

YOLO-v4-tiny 40.03% 87.64% 66.86% 27 22.5 1.5 min

Mobilenetv3
-YOLO-v4

41.03% 91.2% 75.13% 14 152 9 min

Lite-YOLO-v4 47.98% 93.97% 77.07% 25 44.3 2 min

YOLO-V5l 53.69% 92.96% 82.49% 14 178 7 min

YOLO-V5m 52.25% 89.04% 80.41% 18 81.5 4 min

YOLO-V5s 47.96% 87.69% 75.87% 23 27.76 1.5 min

on Mobilenetv3-YOLO-v4, the PANet network structure and
prior frame are improved here. Compared with the original net-
work, the average detection accuracy is improved by 2.94%,
but the detection accuracy is not significantly improved. The
detection speed is increased by 78%, and the training time is
25% of the original, significantly improving the training speed.
YOLO-v5 series network training duration is relatively short.
Compared with YOLO-V5L and YOLO-v5m, the detection
speed increased by 78.6% and 38.9%, respectively. Compared
with YOLO-v5s, the accuracy of the network in this article
is 6.28% higher. In comprehensive comparison, the network
here ensures detection accuracy, improves detection speed, and
reduces training time.

The above table proves that the network here has notice-
able improvement compared with other networks, but there is
no actual detection effect for comparison. To make the experi-
ment more complete, the detection results of the eight models
are compared from different detection environments, different
detection angles, and different crack shapes.

3.4.1 Model detection results under three
detection environments

The underwater test environment is divided into the clean water
environment, turbidity water environment, and deepwater envi-
ronment, and the detection effect of the network model is
compared under the three water environments. Figures 15, 16,
and 17 show the detection effect of concrete cracks in clean
water environment, turbidity water environment, and deepwater
environment respectively.

In the clean water environment, cracks can be detected in all
networks, but repeated detection exists in YOLO-v4-tiny and
Mobilenetv3-YOLO-v4 networks. YOLO-v4-tiny and Center-
net apparent false detection occur in the first group of images.
The network of this article network, YOLO-v4, the YOLO-
v5l, and the YOLO-v5m network can better identify cracks
in a turbidity water environment. Centernet, YOLO-v4-tiny,
Mobilenetv3-YOLO-v4, and YOLO-v5s have poor crack iden-
tification effects, which indicates that Lite-YOLO-v4 can be
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FIGURE 15 Comparison of model detection effects in clean water environment

FIGURE 16 Comparison of model detection effects in turbidity water environment

FIGURE 17 Comparison of model detection effects in deepwater environment

used for crack detection in a turbidity water environment. In
the harsh green water environment, the crack detection effect
of the Centernet network is not ideal, the prediction box is
chaotic and cracks cannot be detected. Although Mobilenetv3-
YOLO-v4 can identify the existence of cracks, the prediction
frame is not completely wrapped, and there is a phenomenon of

missed detection.YOLO-v4-tiny network can recognize cracks,
but there are many predicted boxes that can cover information
about cracks. And YOLO-v5 series detection effect is not ideal.
In this paper, lite-YOLO-v4 and YOLO-v4 networks can iden-
tify fractures well, indicating that this network can be detected in
harsh conditions and poor clarity in a deepwater environment.
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LI ET AL. 3907

FIGURE 18 Comparison of detection effects from 30◦ detection angle

FIGURE 19 Comparison of detection effects from 60◦ detection angle

3.4.2 Test results of the two test angles

In the inspection process of an underwater robot, there will be
cases where the detection angle is not aligned with the under-
water crack disease of the bridge., so it is proposed to verify
the inspection effect under 30◦ and 60◦ inspection angles. The
detection results are shown in Figures 18 and 19.

In 30◦ angle detection, although other networks can iden-
tify cracks, many prediction boxes are generated, while the
prediction box of this network is less and more accurate in
identifying cracks. In the 60◦ angle detection, although other
networks can entirely cracks, the prediction is incomplete and
there are omissions. This network can detect cracks more
accurately.

3.4.3 Tiny crack detection

In the above experiments, cracks are detected from different
underwater environments and different angles to compare the
detection effects. The characteristics of cracks are relatively
prominent. The underwater structural diseases of bridges gen-
erally start from tiny cracks. The experiment in this section is to
prove the detection effect of this network on tiny cracks. The
detection results are shown in Figure 20.

The network model can detect the tiny cracks that are hard
to see by the human eye in the underwater environment. The
first four models can detect tiny cracks, but some tiny cracks
cannot be detected in YOLO-v4-tiny, YOLO-v5 series, and
Mobilenetv3-YOLO-v4 networks because of the missing phe-
nomenon. The range of YOLO-v4 and CenterNet network
detection boxes is too extensive, and the network here can
accurately identify the location of cracks.

By comparing the crack detection experiments under dif-
ferent working conditions, it can be proved that this network
can improve the network’s overall performance compared with
other networks while improving the detection speed and ensur-
ing accurate crack detection under complex working conditions.
This network can be applied to the actual detection of bridge
underwater cracks.

4 CONCLUSIONS

This paper proposes a lightweight neural network based on
YOLO-v4, which removes the classification layer and output
layer from Mobilenetv3 and replaces the CSPDarkent53 net-
work structure as the backbone feature extraction network
of YOLO-v4. In the residual network, a lightweight atten-
tion mechanism is introduced. A large number of ordinary
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FIGURE 20 Comparison of detection effects of various models for tiny cracks

convolutions in the PANet structure are replaced with depth-
wise separable convolutions, and multi-feature fusion is
performed on the prior box. The improved network model’s
parameters and calculations are significantly reduced. The
model size is only 1/5 of the original, which improves the
detection efficiency while ensuring accuracy.

To verify that different combinations of training techniques
can improve the network’s performance here, an ablation exper-
iment is designed, and different combinations of Mosaic, cosine
annealing algorithm, and exponential decay are used to train the
network. The results show that the network using the cosine
annealing algorithm has the best performance.

This paper builds several commonly used target detec-
tion algorithms CenterNet, YOLO-v4, YOLO-v4-tiny,
Mobilenetv3-YOLO-v4, and YOLO-v5 series on the device.
The detection results of the above network and the network
here are compared from with other networks, this network
improves detection speed and improves network performance.
It can also ensure accurate detection of cracks under complex
working conditions and deploy it in embedded equipment to
detect bridge underwater cracks.
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