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Abstract: The paper introduces a novel method for creating a photographic map of the
seabed using images captured by the on-board photo and video systems of autonomous
underwater vehicles (AUVs) during various missions, while incorporating navigation
parameters. Additionally, it presents a new approach for storing this photo map on the
on-board device in a mosaic format (tiles), which significantly accelerates operational visual
inspection by enabling the automatic search and recognition of underwater objects that may
exceed the coverage area of a single photograph. This capability is achieved by organizing
the photo map into layers with varying zoom levels. Semi-natural experiments were
conducted with data from actual missions using the real underwater vehicle demonstrate
the high efficiency of the proposed method and algorithm. Unlike existing methods that
form photo maps after the underwater vehicle has taken pictures of the bottom using special
high-performance computers, the developed method forms a photo map directly during
the movement of the vehicle, using only the computing power of the on-board computer.
In addition, in the event of accidents, when it is necessary to detect objects of interest on
the seabed as quickly as possible, it is necessary to provide a quick visual inspection of the
generated photo map. For this purpose, we have developed an algorithm for saving a photo
map in the form of a mosaic, which is widely used in interactive geographic maps, such
as Google Maps. This algorithm differs from existing methods in that it selectively saves
data to the on-board storage device to reduce the number of read and write operations,
thus ensuring the timely operation of the entire process of creating a photo map at a given
frequency of photography. After the generated map has been stored as a mosaic and a
high-speed connection with the vehicle has appeared, the operator can immediately view
the entire generated map using a regular web browser.

Keywords: autonomous underwater vehicle; photo map; tile; on-board photo and video
system; navigation data; photo image processing

1. Introduction

Currently, autonomous underwater vehicles (AUVs) are primarily used for surveying,
searching and inspecting operations, especially at great depths. During these operations, it
is often necessary to find objects sunk as a result of accidents, places where underwater
pipelines are covered with soil, etc.
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For a detailed inspection of a given section of the seabed, AUVs equipped with on-
board photo and video systems are used. Performing preassigned missions, these AUVs
move along the formed trajectories at the required velocities at specified distances from
the bottom or depths, providing photographing objects getting into the frames with a set
frequency. All digital photo images are stored on the on-board storage device of the AUV.
Usually, search missions take several tens of hours. This leads to the accumulation of a
very large number of photographic images, and it requires a lot of time to transfer them
to the control post after the completion of the mission and the return of the AUV to its
base. Usually, the analysis of each received photo image is performed manually and is
time-consuming. Three approaches can be used to reduce the decision-making time based
on search results:

—  Ensuring the ascent of the AUVs to the surface for data transmission;

—  The implementation of data transmission under water immediately during the opera-
tion of the AUVs;

—  Creation of special software products for fast and accurate processing of all data read
from the AUVs in a stationary controlled point using powerful computing tools.

Since most modern AUVs have wireless interfaces on its board for data transmission [1-4],
then it is possible to communicate with the carrier vessel or ground station after the vehicle’s
ascent using radio frequency interfaces such as radio modems and Wi-Fi. However, due
to the long hours of operation under water, either a continuous transmission of a large
amount of data will be necessary, or frequent surfacing of the vehicle, which would be
highly undesirable from an energy perspective. However, due to the many hours of
underwater operation, either a lengthy transfer of a significant amount of data would be
required, which would take time, or the vehicle would need to frequently surface, which is
highly undesirable from an energy perspective.

Currently, the transmission of large amounts of data through sonar channels without
delays is impossible due to the limited bandwidth of these channels. However, efforts are
already underway to develop effective underwater communication systems for transmitting
data from on-board vision systems (VS) of the AUVs using specially developed image
compression algorithms [5]. In [6], the authors propose to transmit the part of the photo
image that contains the interest objects via the sonar communication interface. However,
it is difficult to identify these objects on-board the vehicle. In recent years, there have
been attempts to create optical communication interfaces that can transfer data at high
speeds. However, their capabilities are still not well understood and are severely limited
(especially in turbid waters and at long distances for data transmission) [7-9]. Due to the
above-mentioned reasons, the majority of data received from AUVs are only processed and
analyzed by the operator on shore after the completion of each mission and the return of
the vehicle to the base.

The difficulties described above can be partially solved using machine learning
methods [10], which make it possible to identify and classify interesting objects in im-
ages, significantly reducing the analysis time. This significantly reduces the time needed
for analysis. However, it has not yet been possible to successfully identify arbitrary objects
using these techniques. This is especially true when objects in photographic images are
represented by fragments, considering their large real sizes, or when they are partially
obscured at the edges of the image due to poor lighting conditions. In addition, when
objects are combined in different images, the same object can still be recognized but may be
incorrectly counted multiple times.

These disadvantages can be overcome by a joint set of overlapping photo images into
an entire photographic map [11-13] of the study area using already developed methods
and algorithms for processing photographic images [11,12,14,15]. They can combine and
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reconstruct images by finding and matching similar elements in the images or by matching
their spectral characteristics. However, due to the fact that errors accumulate during the
operation of these algorithms, they are demanding of computing resources, and on-board
computers have limited computing power, their use on board underwater vehicles is
difficult [16]. To improve the accuracy of photographic mapping, the important water areas
are sometimes photographed at different depths [17]. However, this significantly increases
the operation time of the AUV.

Sometimes, towed systems with multiple cameras are used to search for and identify
objects, as well as create 3D models of the underwater environment [18]. However, the
creation of high-quality models of the studied areas and photographic images occurs
after shooting on powerful computers [19,20]. Therewith, the waves of the underwater
environment and the currents are not permitted, as they significantly reduce the accuracy
of the positioning of cameras in space.

Considering the circumstances mentioned above, the issue of fast and high-quality
image processing obtained using AUV remains significant and relevant. At the same time,
in order to increase the efficiency of analyzing the obtained data, it would be advisable
to create a complete photographic map of the sea bottom directly during the underwater
vehicle’s movement on board. In addition, such a map should be accessible for viewing
and analysis after the ascent of AUV to the surface of the ocean, when the radio frequency
communication systems are activated.

2. Materials and Methods

This section describes the developed method for creating and algorithm for storing
a photomap during the AUV movement. First, Section 2.1 describes the composition of
the AUV on-board equipment and the conditions under which the bottom photo survey
is performed. Based on this, the problem statement is formulated. Section 2.2 outlines a
general algorithm for creating a scalable photo map and storing it on the on-board computer
during bottom survey. Section 2.3 describes the processing of each photo image received
from the on-board photo-video system, considering the navigation data of the vehicle, its
height above the bottom, and the camera parameters. Section 2.4 describes the developed
algorithm for saving all layers of a scalable photo map to an on-board storage device,
which provides the necessary performance of the entire system during the movement of
the vehicle. Section 2.5 describes the software implementation of the developed software
component of the on-board information and control system that generates and saves a
photo map during the movement of the AUV.

2.1. Detailed Description of the Task to Be Solved

It is assumed that the AUV has the following on-board equipment: a navigation
system to determine its geographical coordinates and orientation in space, a photo-video
system with a known focal length f and optical axis directed vertically downward, lamps
for illuminating objects for photography, and a typical on-board computer of average
performance. The on-board control system of the AUV must ensure its movement at a
given velocity and distance from the bottom (or objects located on it) during photo and
video shooting at a given frequency and with storing each photo image on the on-board
data storage device. The frequency of taking photographs depends on the speed of the
AUV movement and its distance from the bottom surface. It increases with increasing
movement velocity and becomes such that the new photo has a predetermined overlap
area with the previous photo to eliminate gaps between the sequentially taken photos. The
frequency decreases proportionally with increasing distance between the AUV and the
surface being photographed.
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In the presence of the above equipment, it is necessary to create on-board software that
will, during the movement of the AUV, continuously build a high-resolution photographic
image (photo map) of the observed surface. This photo map will be created from a variety
of overlapping photographs collected in real time. The number of photographs that can
be taken per hour at the maximum photography frequency can reach several thousand.
A continuously generated photographic image of the observed surface should be stored
on an on-board storage device. This allows for the detection of objects of interest using
special recognition algorithms. These algorithms can then automatically take more detailed
pictures of these objects from different angles, without the need for an operator. This is
because these objects may not all fit into one photograph.

When additional examination of the objects found and adding their detailed pho-
tographic images to the already constructed photo map is completed, it is necessary to
take into account full navigation information about the current position and orientation
of the AUV, and its height above the photographed surface. This is necessary for accurate
placement of the new image in the designated location on the photo map and for accurate
scaling of each added photograph. The entire photo map, which is under construction,
should be stored on the on-board AUV storage device in a format that is convenient for
quick viewing at the control post, at various scales.

2.2. The Algorithm for Generation an Entire Photo Map of the Sea Bottom While the AUV Is Moving

To solve this problem, we propose combining photographs obtained from the on-
board photo-video system into an entire photo map of the seabed while the AUV is moving,
using an algorithm that ensures the required accuracy for comparing photographs during
long-term missions. The algorithm takes into account the navigation parameters of the
AUV movement and the parameters of on-board photo and video system. It can be run
on standard on-board computers. At the same time, we propose storing an entire photo
map in a mosaic format on the on-board storage device. This means that the image will be
divided into small frames (tiles) with the same resolution for each zoom level. This storage
method is used in tile maps, which are commonly used in Geographic Information Systems
(GIS) [21,22], such as in the well-known mapping services like Google Maps and Yandex
Maps. It is also used when creating 3D applications and games [23]. The map created using
this method can be saved as separate images. This allows users to quickly analyze the map
(zooming and visual viewing) using an interactive web interface.

To combine the photographs that were received from the AUV on-board photo and
video system, data on the motion parameters of the vehicle itself should be used. These
parameters include: firstly, the coordinates of the underwater vehicle in the horizontal
plane; secondly, the height of vehicle above the seabed; and thirdly, the angle of vehicle
yaw. In addition, the parameters of the on-board video camera should be known, since they
affect the properties of the images received from it. After all the data has been collected,
the photo images are combined. This includes linear displacement, rotation, and scaling
of each image received from the video system. Next, each image is split into tiles, which
together form an entire photo map. A simplified representation of the map is shown in
Figure 1.

Ultimately, each photo map will be composed of square tiles with the same resolution.
This allows the operator to use existing GIS tools, such as Leaflet ]S [24], to view the map
visually using standard browsers. At the same time, the presentation of a photo map as
separate images allows the use of existing machine learning techniques to automatically
detect interesting objects during the movement of AUV, with their precise geographical
location. Also, neural networks such as YOLO [25] accept only square images as input.
Thus, created tiles can be used for the recognition purposes as is without additional
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modifications. This approach will significantly reduce the time it takes to search for the
necessary objects, as the AUV will be able to quickly send a short message about the
detected object, even over a limited hydroacoustic communication channel.

/© One tile i layer 0
Square tiles

on each layers
of photo map

/

Figure 1. A general overview of the created photo map.

Several layers are used to zoom in on the map using the browser (see Figure 1). Each
subsequent layer, starting from the lowest and moving to the top, is a four-fold reduced
copy of the previous one. This allows the use of machine learning methods to automatically
detect large objects that only fit on the highest layers.

To ensure maximum performance, the proposed algorithm and software product are
implemented using the C++ programming language on typical on-board computers. All
image processing operations are performed using the OpenCV library [26]. The general
structure of the developed algorithm is presented in Figure 2.
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Figure 2. The general structure of the developed algorithm.
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The main difference between the proposed algorithm and existing ones is that it
combines two adjacent images using the navigation data from the vehicle. And other algo-
rithms described in [11-15] require a large number of additional computational operations
to combine two adjacent images, which are used to search for certain correspondences in
these images. Therefore, the proposed algorithm, having less complexity, allows using the
algorithm during the movement of the underwater vehicle creating the photo map of the
seabed in real-time.

Furthermore, a detailed description of the individual steps of the algorithm is provided.

2.3. Photo Image Transformation

Before cutting the photo images received from the on-board photo and video system
into separate tiles, they must be rotated and scaled. This is done so that the objects that
appear in different images have the same size, and their orientation should also be the
same (see Figure 3). The following describes an algorithm that pre-increases the size of the
image so that the edges of the original image are not lost during the transformation.

Photoimage from on-board
photo and video system

-

Tile size
f— & 5x3 6x3 7x3 8x3 9x3

Figure 3. Photo image transformation to split into tiles.

Each image is a matrix C = RI¥*"] consisting of pixels, where k, n € N are the height
and width of the image, respectively. Each pixel has coordinates x and y. Denoted by

T
a vector, r = {x y} . When rotating and zooming the image using OpenCV tools, the
rotation matrix is used:
A[2><3] _ a P xC(l 70‘) —Yep 1)
=B & xcp—y(l-a)

where 0 < x, <n—1,0 <y, < k—1are coordinates of the image rotation point; « = scos 6;
B = ssin; 0 is the image rotation angle that is equal to the opposite value angle of the
underwater vehicle yaw; s is zoom factor. These transformations use linear interpolation,
which slightly reduces the quality of the final image.
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The zoom factor of an image is calculated using the following formula [27]:
H, fm
= = ==, 2
S=m =g (2)

where H is the height of the AUV above the seabed in the moment of taking the picture;
H, = fm is nominal photographing height; f is the focus of the camera lens; m is the
defined map scale.

When rotating images using OpenCV tools, the image corners may exceed its frame.
This is because the rotation matrix (1) is applied to the pixels of the image, but the frame
itself doesn’t rotate. To avoid it, the original image is put into the center of the larger square
C = Rlsdx[sd) , where d is a length of the original image diagonal in pixels, | -] is an opera-
tion of rounding down to an integer. In this case, the image C pixel coordinates in the coordi-

~ ~ o~ T ~ ~1T
nate system of the image C can be obtained as r = {x y} = [x —Xe+Xe Y—Ye+ yc} '

where X, ? . are the image C center coordinates. When rotating and zooming the image, a
“1” is added to the vector 7 and the rotation matrix (1) is entered:

R X
r= ~
;

After image transformation, it is necessary to determine its position on the photo

— Al2x3] 3)

1 |-B a xp-y(1-a)

— <R

?]_[a B %u—w—iﬁ]

map. To do this, the coordinates of the underwater vehicle are converted from meters to
pixels. The number of the image pixels per meter on the map can be defined as P = 1000%,
where p is the number of pixels per millimeter of the photo camera imager, at the nominal
scale of m. The coordinates of the image center r¢ are calculated using the formula:

re=[rc ve] =[lPn) |-Pud] @

where x,,, v, are metric coordinates of the image center.
Position of the upper-left tile corner is determined as:

Ty = [xtl ]/tl}T = chl_gJ Vcl_gHT/ ®)

where [ is the length of the one tile side in pixels. The image is then expanded so that it
consists of an integer number of tiles. At the last step, the coordinates of all image tiles are
calculated using the coordinates of the upper-left tile ;.

2.4. Saving Tiles to the On-Board Storage Device

The resulting tiles are saved to the on-board physical storage device of the AUV.
However, tile saving process can be slow, so an alternative approach was proposed instead
of direct recording.

Since each new input photo image may have intersection with the previous ones, when
saving directly to the on-board storage device, it is necessary not only to save new tiles,
but also to update and overwrite already saved ones. To avoid unnecessary overwriting of
tiles and increase the speed of image processing, it is suggested to save only the tiles that
are not updated with a new image (Figure 4). To do this, a buffer is created in the RAM
of the on-board computer of the underwater vehicle, which temporarily stores unfinished
tiles. If these tiles are not included in the area of the new image, they are saved to the
on-board storage.
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Tiles that are written to onborad storage

Tiles that are written to onborad storage

The area of the new photo

The area of the new photo
Figure 4. The principle of storing tiles on the on-board storage of AUV.

After this process, tiles are formed for the upper layers of the map (see Figure 5). For
each scale layer, its own buffer is created, since tiles with the same coordinates may appear
on different layers. The tiles forming the photo map layer with a larger scale are used to
form tiles of a smaller scale layer. To do this, the corresponding tiles of a larger scale are
grouped into groups of four, then this image is reduced to the size of one tile. Coordinates
are assigned to these tiles and then they are saved to the storage device, according to the
principle described above. Saving is using the Portable Network Graphics (PNG) format,
which implies “lossless compression” using the DEFLATE algorithm [28].

127,693 x 128,199

63,846 x 64,099

& 31,923 x 32,049
p—

. '}

Layer 15

Layer 16

Layer 17

Figure 5. Formation of tiles on the upper layers.

After processing a new photo, all tiles that are stored in the buffer of the initial map
layer and are not included in the area of this image are considered completed, saved to
the storage device, and deleted from the buffer. Then, the new set of tiles is compared
with those stored in the buffer. If tiles with the same coordinates are present in the buffer,
tile overlays are performed. Otherwise, the presence of such tiles on the storage device
is checked. If they are detected, an overlay operation is performed using tiles on storage
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( Start of the program )

Initialization

!

device. Otherwise, new tiles are just stored in the buffer. A similar procedure is performed
for tiles on the higher map layers. Next, a detailed description of the implementation of
this algorithm will be given on the standard on-board computers.

2.5. Software Implementation of the Algorithm

To test the effectiveness of the proposed algorithm, a program was developed. The
scheme of this program is shown in Figure 6. This program is a component of the on-board
information control system (ICS) of the AUV, presented in [29]. Its operation requires data
from several components of the ICS, including:

NavigCMP, a component that processes data from on-board navigation sensors and
generates motion parameters for the AUV. This includes data on the position, orienta-
tion and height of the AUV above the seabed;

CameraCMP, a component that interacts with the on-board photo-video system. This
component takes pictures of the seabed at a calculated frequency, saving each image
on the on-board data storage device without changing it. The data on the path to the
file containing the last saved image is also published;

MissManagerCMP, a component that monitors the execution of commands given
by the mission operator and notifies other components about their further actions
through special commands.

PR

Initialization of constants and

Has the
command been received
to complete the work?

variables required for data exchange
with the on-board ICS and operation

of the photo map generation algorithm

—

Connecting to the message
manager of the AUV ICS

Receiving a data packet from the CameraCMP

containing the path to the file

Is the
connection

Yes *

with the last saved photo image
received from the on-board photo-video system

successful?

Subscribing to data packages from Receiving a data packet from NavigCMP with the

latest measurements of the position, orientation
of the AUV and height above the seabed

components: NavigCMP, CameraCMP
and MissManagerCMP

!

. . S—

Opening a file with Photo image

Has t!le command Yes a photo image B file
for creating a photo map
been received? +
The operation of the algorithm

. —

for generating a photo map and Photo map in

saving it to an on-board the form of tiles

— - =

data storage device

Figure 6. The scheme of operation of the developed program.

The proposed algorithm is implemented in C++ using OpenCYV libraries (the source
code is available at the link: https://github.com/Fufiko/DUM-repository, accessed on
1 December 2024). It follows the principles of object-oriented programming and makes
use of the Tiles and SBuffer classes. The Tiles class represents a set of tiles extracted from
a single image, storing the necessary information for processing and storing them. The
SBuffer class provides a buffer for temporarily storing these tiles. To implement the buffer,
we use an associative map container from the C++ standard library. This container stores an
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array of tiles in RAM and allows us to interact with them using a key that represents the

proper coordinates of each tile. The class diagram of the development program is shown in

Figure 7.
(© Tiles
o Mat tile
o Size s SBuffer
o int scale ©
o int rows 0o map<pair<int,int>,Mat> tileStack
o int cols O map<pair<int,int>,Mat>::iterator it
o Point ULpoint o int scale
o int crop() o int addTile()
o Mat normalize() o int write()
o Mat rescale() o int writeAll()

o int save()
o int replace()
o int saveToBuff()

Figure 7. Program class diagram.

The Tiles class contains the following fields:

s is the size of one tile; it is an instance of the Size class from the OpenCV library. It
contains integer values of the tile width and height.

tile* is a pointer to a dynamic array of tiles described by the Mat class from the OpenCV
library. The size of the array is determined after dividing the image into tiles.

scale is the scale layer number to which the tiles belong.

rows is number of tile rows.

cols is number of tile columns.

ULpoint refers to the coordinates of the upper-left tile described by the Point class from
the OpenCV library.

The Tiles class uses the following functions to implement the algorithm:

crop() is a function that takes an image A as input, splits it into tiles and returns the
number of tiles. The resulting tiles are stored in an array tile.

normalize() is a function that normalizes the input image A based on navigation data
and camera parameters and returns a normalized output image.

rescale() is an auxiliary function that scales the input image A up or down by a
specified factor.

save() is a function that saves the contained tiles to the AUV storage device with
overlapping tiles.

replace() is a function that saves the contained tiles to the data storage with replacement,
without an overlay operation.

saveToBuff() is a function that saves tiles stored in a tile array of the Tiles class into
a buffer. This function takes a pointer to the buffer where tiles should be saved as
input, as well as a flag indicating whether the tiles are being saved with an overlay or
simply replaced.

The SBuffer class contains the following fields:

tileStack—a dictionary of the map type, the elements of which are tiles of the Mat class
from the OpenCV library, and the keys are the coordinates of the tiles described by the
pair structure from the C++ standard library. The pair structure is a pair of values with
any data type.

it is the dictionary iterator, which is used to iterate through the dictionary elements.
scale is the scale layer number to which the buffer belongs.

The SBuffer class implements the algorithm using the following main functions:
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— addTile() is a function that adds a tile to the dictionary based on the specified key (tile
coordinates). If there is already a tile with those coordinates in the dictionary, the
function returns zero. If the tile is new, it will be added to the dictionary and the
function will return one.

—  write() is a function that takes the boundaries of a given area as the input (min_x, max_x,
min_y, max_y) and writes all tiles from the tileStack dictionary outside of this area to
storage device. The function then returns the number of tiles that were recorded.

—  writeAll() is a function that writes all the tiles stored in the tileStack dictionary to storage
device, used to save the tiles at the end of the algorithm, and returns the number of
tiles written.

— Inaddition to the designated classes, two additional features are implemented:

—  getValue() is a function that returns a specific number from a given character string
based on a keyword (specifically, it returns the heading angle of the AUV data by
the word “Heading (deg):”). The assumption is that the data received from AUV is
organized and saved in a text file with the same number of characters for each image.

—  gammaCorrection() is a function that implements gamma correction to change the
illumination of an image. The new pixel value is calculated using a formula
Vi’ = Vinax (%) ry, where Vl»’ is the output pixel value, V; is the input pixel value, Vi
is the maximum pixel value (for OpenCV it is 255), and 7 is the gamma coefficient.

3. Results

For the experiments, a series of real images were taken by AUV, presented in [4]. The
depth at which the shooting was performed was approximately 35 m. The underwater
vehicle was equipped with a Videoscan-285 video camera (VIDEOSCAN LLC, Moscow,
Russia). The sea bottom was photographed at a rate of 5 frames per second. An ICX285
sensor (Sony Corporation, Minato, Tokyo, Japan) with a resolution of 1392 x 1040 was
installed in the video camera, and the focal length was 8 mm. The sensor’s physical size is
8.8 mm x 6.6 mm. The number of pixels per millimeter of the matrix is approximately 158.

Black-and-white photo images with a resolution of 696 x 520 pixels were used. The
tiles had a width and height of 256 pixels each. The construction of the photo map started
with the 17th layer and ended with the zeroth layer. During the acquisition of the photo,
the onboard ICS stored data on the position, orientation and velocity of the AUV.

LattePanda V1 (LattePanda Company, Shanghai, China) was used as an on-board
computer. It has an Intel Atom Z8350 processor (Intel Corporation, Santa Clara, CA,
USA) with a clock frequency of 1.4 GHz. A solid-state drive (S5D) was used as a data
storage device.

Table 1 shows a sample of the results from the algorithm. The average time taken to
process an image was 0.173 s, which is less than the time it takes to receive each subsequent
image from the photo-video system. Figure 8 shows two screenshots of a web browser
window when viewing fragments of the photo map generated as a result of an experiment.

Table 1. The results of the algorithm on real data.

No. Ph.oto Image The Forrfle.ltion Time The Formation Time Total Time Spent, s Numbel: of
File Name of the Initial Layer, s  of the Upper Layers, s Saved Tiles
1 09204051 jpg 0.139 0.110 0.249 12
2 09204055.jpg 0.042 0.013 0.055
3 09204059.jpg 0.188 0.086 0.274
4 09204103.jpg 0.091 0.012 0.103
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Table 1. Cont.
No. Ph‘oto Image The Forn.u.ltion Time The Formation Time Total Time Spent, s Numbef of
File Name of the Initial Layer,s  of the Upper Layers, s Saved Tiles
5 09204107 jpg 0.156 0.022 0.178 5
6 09204111,jpg 0.125 0.025 0.150 4
7 09204115,jpg 0.093 0.053 0.146 7
8 09204119,jpg 0.127 0.056 0.183 7
9 09204123 jpg 0.111 0.061 0.172 6
10 09204127 jpg 0.089 0.052 0.141 7

Figure 8. The fragments of the generated photo map.

4. Conclusions and Discussion

In this paper, a new method for creating a photo map from a sequence of individual
photos or video frames received from on-board photo-video systems on the AUV, directly
during the performance of specified survey, search, and inspection missions is proposed.
This photo map is created based on data from the on-board navigation system and is stored
in the form of tiles, according to a proposed algorithm that ensures the functioning of this
method on a typical on-board computer. Due to the use of square tiles, it is possible to con-
veniently and quickly view the entire photo map using the web interface, as well as the fact
that this data format is preferable for the on-board object recognition system. Additionally,
the use of AUV navigation data allows the user to quickly insert images in their appropriate
places on the photo map. When used in conjunction with recognition algorithms, the photo
map obtained using the proposed method also allows for accurate positioning of detected
objects, tying them to the world coordinate frame. This increases the accuracy of the system
operation and allows for more efficient surveying and inspection tasks.

From the experimental results, it can be seen that the method and algorithm developed
using the C++ programming language make it possible to implement them on standard
on-board AUV computers. As a result, it became possible to quickly analyze the data obtained
and make decisions directly during continuous underwater photography. Due to the use
of tiles of different scales, it became possible to automatically recognize large or prolonged
objects and precisely determine their geographical location during the movement of an AUV.
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