A remote sensing

Article

Bridging Disciplines with Photogrammetry: A Coastal Exploration
Approach for 3D Mapping and Underwater Positioning

Ali Alakbar Karaki *

check for

updates
Academic Editors: Fabio Menna,
Erica Nocerino, Dimitrios Skarlatos,
Panagiotis Agrafiotis, Gottfried
Mandlburger and Caterina Balletti

Received: 13 October 2024
Revised: 14 December 2024
Accepted: 24 December 2024
Published: 28 December 2024

Citation: Karaki, A.A.; Ferrando, L;
Federici, B.; Sguerso, D. Bridging

Disciplines with Photogrammetry: A
Coastal Exploration Approach for 3D

Mapping and Underwater Positioning.

Remote Sens. 2025,17,73. https://
doi.org/10.3390/rs17010073

Copyright: © 2024 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license

(https:/ /creativecommons.org/
licenses /by /4.0/).

, Ilaria Ferrando

, Bianca Federici  and Domenico Sguerso

Geomatics Laboratory, Department of Civil, Chemical and Environmental Engineering (DICCA),
University of Genoa, 16145 Genoa, Italy; ilaria.ferrando@edu.unige.it (L.E.); bianca.federici@unige.it (B.F.);
domenico.sguerso@unige.it (D.S.)

* Correspondence: alialakbar.karaki@edu.unige.it

Abstract: Conventional methodologies often struggle in accurately positioning underwater
habitats and elucidating the complex interactions between terrestrial and aquatic envi-
ronments. This study proposes an innovative methodology to bridge the gap between
these domains, enabling integrated 3D mapping and underwater positioning. The method
integrates UAV (Uncrewed Aerial Vehicles) photogrammetry for terrestrial areas with
underwater photogrammetry performed by a snorkeler. The innovative aspect of the
proposed approach relies on detecting the snorkeler positions on orthorectified images as
an alternative to the use of GNSS (Global Navigation Satellite System) positioning, thanks
to an image processing tool. Underwater camera positions are estimated through precise
time synchronization with the UAV frames, producing a georeferenced 3D model that
seamlessly joins terrestrial and submerged landscapes. This facilitates the understanding of
the spatial context of objects on the seabed and presents a cost-effective and comprehensive
tool for 3D coastal mapping, useful for coastal management to support coastal resilience.

Keywords: underwater photogrammetry; camera calibration; marine habitats; underwater
positioning; 3D model; virtual model; UAV

1. Introduction

The management of coastal areas poses significant challenge for several disci-
plines [1-4] such as socio-ecology, morphodynamics, infrastructure management, and
environmental studies due to the dynamic interaction between the land and the sea envi-
ronments [1,5-7]. This complexity is further intensified by anthropogenic activities and
climate change impacts, e.g., storms, floods, rising sea level, and coastal erosion [8-10].
Traditional surveying techniques and methodologies often struggle to capture the intricate
relationships between terrestrial and submerged elements [6,11], needing interdisciplinary
collaboration of various disciplines to comprehensively understand and address the coastal
environment and to assess its resilience [4,12-17].

In the scientific literature, the concept of coastal resilience refers to both a system
response to changes and the goal of enhancing resilience through managed decision-
making [8,18-20]. However, as a consequence of the several disciplines and expertise
involved in coastal resilience (e.g., environmental, ecological, physical, social [8,21,22]), it
demands an interdisciplinary approach [1,23-26] to ensure a comprehensive understanding
of this environment in all its dimensions [27-30]. A key element to link the various
disciplines revolves around the collection and analysis of reliable data [23,26,31-36], with
particular reference to geospatial and hydro-spatial data [37], to generate a 3D model or a
Digital Twin (DT) of coastal areas. Thus, the need arises to seamlessly integrate the datasets
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from terrestrial and marine environments into a common reference frame to effectively
represent coastal environment [14,38-42] and to provide a better understanding of the
interaction between human behavior and environmental processes [41-45].

The question of how to build a methodology that integrates the wide range of existing
survey techniques that express both topographic and bathymetric attributes [11,35,46-51]
arises. Data collected from emerged and submerged environments rely on distinct equip-
ment and techniques [2,24,25,35,51-53], each with certain accuracy and spatial resolu-
tion [32,46,54-59], as well as its own type of output data. For instance, an accurate bathy-
metric survey can be achieved using echosounders, resulting in a precise bathymetric map-
ping of the seabed [10,33,53], but such data alone, although essential, may not be enough
to provide a comprehensive assessment of ecological habitats [26,32,56,60,61]. In this
context, photogrammetry represents a promising interdisciplinary solution [11,35,62-65].
Photogrammetry encompasses terrestrial and underwater domains, each with unique
characteristics and applications [23,47,60]. Terrestrial photogrammetry, often facilitated
by Uncrewed Aerial Vehicles (UAVs), offers high-resolution data for mapping land sur-
face [31,34,56,58], while underwater photogrammetry relies on submerged cameras to
explore hidden depths of aquatic environment [6,67]. The integration of these two domains
presents a unique opportunity to generate a unified geospatial and hydro-spatial dataset
for a comprehensive analysis in coastal areas [37].

In recent years, photogrammetry has advanced significantly thanks to the development
of techniques such as SLAM (Simultaneous Localization and Mapping) and SFM (Structure
from Motion) [68-72]. However, the most critical aspect of underwater photogrammetry is
the accurate positioning of the underwater model. The main technique involves scaling the
model together with camera calibration to ensure accurate measurements [3,47,56,60,73-80],
thereby facilitating the monitoring of temporal changes [26,32,34,35,54,57,59,61]. Although
the widely recognized value of this scaling approach, a major challenge persists: the absence
of georeferencing in the collected underwater data. Indeed, such data are often expressed
in a separate local system because of the high costs of underwater positioning systems.
The use of underwater targets measured by the GNSS (Global Navigation Satellite System)
receiver extended from seabed above the water surface is a commonly adopted approach
for underwater positioning [3,32,52,81]. The applicability of this approach strongly depends
on the water depth and sea current situation. The lack of georeferencing causes the spatial
disconnection between terrestrial and aquatic environments [80].

To address this challenge, we present a methodology to seamlessly integrate pho-
togrammetry in emerged and submerged areas, bridging the gap between these domains.
This is achieved thanks to a collaborative data acquisition between a UAV performing the
photogrammetric survey of the emerged area and a snorkeler equipped with an underwater
camera moving on the water surface. The core focus is on georeferencing underwater fea-
tures by accurately determining the snorkeler’s camera position without relying on GNSS.
This is achieved by processing UAV-captured images into orthorectified images, which
serve as a spatial reference to compute the snorkeler’s camera position. Consequently, the
underwater camera will be georeferenced within the same spatial frame as the terrestrial
data. This innovative integration of UAV and underwater photogrammetry facilitates a
seamless merging of land and underwater photogrammetric data into a unified and georef-
erenced 3D model. A georeferenced virtual model of the emerged and submerged areas
is the result of the method, with particular attention to accurately represent underwater
marine habitats in shallow water areas. The method highlights the contribution of pho-
togrammetry to interdisciplinary research, propels the boundaries of geospatial analysis,
and unlocks new possibilities for sustainable coastal management and resource evaluation.
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2. Materials and Methods

This section outlines the proposed methodology for integrating land and underwater
photogrammetry, the employed instruments and equipment for data acquisition, and the
study area where the first experimentation was carried out.

2.1. Method

Our innovative methodology seamlessly integrates emerged and underwater pho-
togrammetry into a unified workflow, starting from the definition of a common reference
system. Terrestrial and aerial photogrammetric surveys can be easily georeferenced by
GNSS measurements performed by the UAYV itself or via GCPs (Ground Control Points).
Notably, underwater environments present unique challenges for georeferencing, due to
technical limitations or high costs of underwater positioning systems. To overcome these
challenges, our proposed methodology was developed with multiple objectives. Its pri-
mary goal is to merge the underwater and land models into a unified representation with a
cost-effective solution. Additionally, this allows us to evaluate the feasibility of dynamic
control points localization from images instead of GNSS, offering a viable alternative where
GNSS has limitations for instance due to electromagnetic interference.

The methodology relies on defining a fixed reference frame for both environments,
where sea level serves as the zero level for altitude and for estimating the underwater
camera position during the UAV survey within the external reference frame. As introduced
before, the external reference frame may be realized by the UAV GNSS positioning and/or
by the GCPs positions. In this approach, a snorkeler equipped with a fixed underwater
camera, mounted on the chest and oriented in nadiral direction, conducts the underwater
photogrammetric survey. An easily identifiable target, aligned to the underwater camera, is
placed on the snorkeler’s back so to be clearly visible from the UAV. Thus, the snorkeler’s
position during the underwater photogrammetry survey, represented by the target center,
can be determined with respect to the external reference frame. This requires consistent in-
tersection between the snorkeler and the UAV paths, ensuring that the snorkeler is detected
in multiple images during the UAV flight. Consequently, the snorkeler serves as a dynamic
control point with respect to the UAV, while the UAV acquires the photogrammetric data
and detects the snorkeler in multiple locations, so to connect emerged and submerged data
(Figure 1).

The UAV captured aerial images in parallel with the snorkeler, who began acquiring
underwater videos. Both instruments were synchronized with a known starting time. At
a specific moment, the UAV captured the snorkeler, while the snorkeler simultaneously
recorded underwater features. By matching the timestamps, accurate for a level of fractions
of a second, it was possible to associate each UAV frame with its corresponding underwater
frame based on timing.

Let t;ay represent the timestamp when the UAV captures the snorkeler’s position
and t; denote the timestamp when the snorkeler’s camera records an underwater frame.
The underwater video is captured at a known frame rate, FPS;;, measured in frames per
second. The corresponding underwater frame at time #;74y is calculated by Equation (1):

Frameyw + 1 = (tyav — tstart)-FPSuw (1)

where tg1,¢ is the start time of the underwater video. For example, if the UAV captures
the snorkeler at 11:02:00 AM, and the underwater video begins at 11:00:00 AM with a
frame extraction rate of 2 frames per second, the corresponding underwater frame can
be determined considering that 240 frames would have been recorded by the underwater
camera (2 min X 2 frames/second = 240 frames) when the snorkeler is captured by the UAV
(at 11:02:00 AM). Thus, the frame captured at 11:02:00 AM by the UAV corresponds to the
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239th frame of the underwater video as the naming starts from zero. After identifying the
UAV frame corresponding to the underwater frame, the corresponding frames positions
can be determined.

-

Figure 1. The UAV (in red) and snorkeler (in green) paths and their intersections (in the black circles)
over the study area.

Once the UAV images were synchronized with the underwater frames, aerial triangu-
lation was performed to determine the precise position and orientation of the UAV during
image acquisition. Aerial triangulation involves solving the collinearity equations, which
establish a mathematical relationship between the image points, ground points, and the
camera position and orientation parameters. This process ensures accurate georeferencing



Remote Sens. 2025,17,73

50f20

and relative orientation of the captured images with the measured GCPs. The collinearity
equations are expressed as follows (Equation (2)):

- (r1(X—=Xs)+r1p(Y=Ys)+r13(Z—Zs)
X = X0+ f R R Y Vo) (2 Zs)

(ro1 (X—Xg) 4102 (Y—Ys)+r23(Z—Zs)
Y= Yot f R (v Yo T (2 Z)

()

where x and y are the image coordinates (in pixels); xo and y, are the principal point
coordinates of the camera; f is the focal length; X, Y, Z are the ground coordinates of the
object point; Xg, Ys, Zg are the camera projection center coordinates in the external reference
frame; rij are the elements of a 3 x 3 rotation matrix (computed from roll, pitch, and yaw
angles). Using these equations, each image orientation was determined in the reference
frame established by the GCPs. Aerial triangulation was performed using a Bundle Block
Adjustment algorithm (BBA), which minimizes errors by simultaneously optimizing the
camera parameters, GCPs locations and image tie points. The tie points, as known, are
points seen in three or more images. Due to the fact they introduce redundancy because
the unknown coordinates are the same for each collinearity equations. Obviously, the tie
points have to be static points on land, seen in different times from different images. This is
why the UAV flight path is strategically planned to ensure both adequate coverage of the
area and sufficient overlapping of the images for precise 3D reconstruction. Each image
must include a balanced composition of land and water, facilitating seamless computation
of the relative positions and orientations of images themselves.

After the UAV and snorkeler frames collection, a standard photogrammetric process-
ing workflow for UAV-derived data are performed to generate a 3D and a DSM (Digital
Surface Model), both georeferenced using measured GCPs.

Since one of the primary objectives is to generate an orthophoto covering the entire
study area including its water surface, due to the fact that the orthophoto depends on the
DSM, careful attention was devoted to the DSM generation process. As the water surface is
considered the zero-level reference in this study, this assumption needed to be reflected in
the DSM. The original DSM over the water area showed distortions, resulting in a non-flat
surface, which conflicted with our assumption of a flat water-level. To address this, a Python
script was employed to mask the area covered by water and assign a uniform height value
of zero to the surface. Once a reliable DSM was generated, a comprehensive orthophoto was
created. Individual orthorectified images were derived for each frame involved in the data
processing from the orthophoto. These orthorectified images were corrected for distortions
based on the DSM and georeferenced to the primary model orthophoto, ensuring accurate
integration into the photogrammetric dataset.

Since some of the orthorectified images captured the snorkeler, we were able to
estimate the X-Y coordinates of the target on his back and of the camera center using the
orthorectified images. By referencing the time, we can identify the specific underwater
frame at that time and determine the corresponding X-Y coordinates for that specific frame.
A Python script was developed to sequentially display each orthophoto, allowing the
operator to navigate and click on the target center. This triggers the automatic storage
of the X-Y coordinates of the clicked point, labeled with the frame name, in a text file.
The target coordinates are assumed to represent the camera center, so that they reflect the
underwater frame position. In this context, we were able to establish a connection between
the underwater frames, their corresponding orthorectified images, and their georeferenced
coordinates. The underwater photogrammetric data processing relied on the computed
camera coordinates. For each frame, the camera position (easting and northing coordinates)
was involved in data processing. The error estimation of the positioning methodology
was based on the Bundle Block Adjustment (BBA) of the underwater model, relying on
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the known coordinates of the frames. An essential step for underwater processing was
the camera calibration by using a chessboard pattern to estimate the camera parameters.
Then, the data processing leads to a georeferenced underwater point cloud and a 3D model
(Figure 2). The accuracy of the obtained 3D model is evaluated only in the X-Y plane
(horizontal accuracy). However, the verification of depth (Z-axis) is limited at this stage.

UAV
Photogrammetric [=| Unique orthophoto
processing

Extract the Orthophoto for each
Snorkeler " :
) < frame detecting the
coordinates from Snorkeler
Orthophotos

Time

Set timing for

underwater frame [ T synchronization
Extract frame from / #ip
Videos
Correlate the GoPro
Snorkeler position Photoarammetric
with underwater r(?cessin
frames P 9

!

Georeferenced Alignment based on
underwater model GoPro position

Figure 2. Methodology steps: (1) UAV and underwater image acquisition; (2) generation of or-
thophoto over the study area; (3) snorkeler position extraction; (4) UAV and underwater frames time
synchronization; (5) underwater photogrammetry processing; (6) seamless 3D georeferenced model.
The arrows indicate the sequence of steps and data flow between aerial (green) and underwater
processes (red) and time synchronization (blue).

Both data coming from the UAV and underwater camera were processed using Agisoft
Metashape [82], a powerful photogrammetry software that facilitated the generation of
accurate and georeferenced 3D models. The evaluation of the accuracy of this model is
related to the least square method.

2.2. Equipment

The land survey was conducted utilizing the DJI Mini 2 UAV, a compact and agile
drone weighing under 250 g, which makes it compliant with regulations in many areas.
It is equipped with a high-resolution camera, 12 MP sensor, F2.8 focal length (equivalent
to 24 mm), and a sensor size of 6.17 x 4.65 mm. The frames were captured automatically,
following a pre-drawn path for the UAV. The chosen flight height was 80 m with front
overlap of 80% and side overlap of 70%.

The STONEX 5850+ GNSS receiver, able to receive signals from the GPS (Global
Positioning System), GLONASS, and Galileo satellites constellations, was used to measure
natural reference points. Since the study area includes several artificial structures, the
use of natural points as GCPs rather than target placement provides greater flexibility,
possibly serving as benchmarks for future surveys. The STONEX 5850+ GNSS device
was used in NRTK (Network Real Time Kinematic) mode, connected to Regione Liguria
GNSS positioning service [83] to obtain the differential corrections. This well-established
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positioning technique allowed us to achieve spatial accuracy within a few cm. A total of
18 GCPs were measured, displayed as shown in (Figure 3).

Figure 3. Distribution of GCPs (1 to 18) over the study area (UAV orthophoto as background).

For the underwater survey, the GoPro Hero 10 Black, a rugged action camera designed
for underwater exploration, was used. The camera capabilities include 4K resolution at
a rate of 120 frames per second (fps) video, a 24.4 mm lens equivalent to the 35 mm focal
length, and a sensor size of 6.40 x 5.60 mm, allowing for the capture of detailed imagery
in aquatic environments. The camera robustness and advanced features made it an ideal
and cost-effective tool for our underwater photogrammetry process. Videos were recorded
during the underwater survey with HyperSmooth mode, then frames were extracted to
ensure sufficient overlapping between consecutive images (which strongly depends on
the snorkeler speed variation) and to obtain comprehensive coverage of the underwater
environment. The data acquisition started for both UAV and the snorkeler simultaneously.
The UAV, operating along a predefined flight-plan, systematically acquired nadiral images.
A total of 128 images were collected by the UAV during the mission. The GoPro attached to
the snorkeler collected two separate videos.

2.3. Study Area

To demonstrate the applicability of the proposed methodology and to validate its
effectiveness, an application was carried out on a case study. The Silent Bay in Sestri
Levante (Liguria, Italy) was selected on the basis of several relevant considerations: (1) the
possibility of flying to acquire a photogrammetric survey within legal/social constraints;
(2) the water transparency and the seabed depth facilitated optimal underwater acquisition;
(3) the presence of notable underwater features, including rocky formations, sandy areas,
and sea grass, holding significant ecological value by providing habitat and sustenance
for diverse marine species. These factors make the Bay an ideal location to apply the
interdisciplinary approach case study (Figure 4).
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Liguria
region

Liguria
region

4901792.5, 531426.2

EPSG:6707 - RDN2008 / UTM zone 32N (N-E)

Figure 4. Study area location: The red dot indicates the study area, Sestri Levante, located in the east
cost of Liguria region (Italy).

Given the large dimension of the bay (approximately 400 m in width and 300 m in
length), the snorkeler recorded videos in two distinct locations while the UAV collected
frames across all the emerged area of the bay, capturing the snorkeler in various locations.

3. Results

The implementation of the proposed methodology yielded noteworthy outcomes,
demonstrating its adaptability in effectively integrating underwater and terrestrial data.
The most significant result is the realization of a coherent and georeferenced 3D model for
both terrestrial and aquatic landscapes.

3.1. Topograpghic Model

The results obtained from a unified orthophoto are presented in Section 3.1.1. Sub-
sequently, Section 3.1.2 discusses the user-friendly Python 3.11 application designed to
compute the coordinates of the snorkeler during the underwater survey.

3.1.1. Orthophoto as Bridge

As outlined in the methodology workflow, the starting point regarded the generation of
an orthophoto for the entire study area, representing the topographic and the water surfaces.
The orthophoto was produced after following the photogrammetric workflow of Agisoft
Metashape 2.1.4 starting by computing the relative orientation of the 128 acquired frames
covering an area of 0.151 km?. The coordinates of 18 GCPs expressed in ETRF2000-2008.0
reference frame with UTM zone 32N projection (EPSG: 6707) were inserted, achieving an
average error of 3 cm. The outputs included a colored point cloud, a 3D model, and a DSM
with 10.4 cm/pix. The DSM was processed to obtain a flat surface water representing the
zero level reference (Figure 5).
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Depth in meter

36.4'

(a) (b)

Figure 5. Original DSM with surface water distortion (a) and modified DSM with flat water surface
equivalent to zero (b).

Using the processed DSM, an orthophoto with 2.6 cm/pix (Figure 6) was the final
product of the photogrammetric processing.

3D Model Orthophoto

Figure 6. The 3D model, and orthophoto.

The orthophoto generated from all the UAV-captured frames serves multiple purposes:
some frames contribute to realize the comprehensive model, while others facilitate the
detection of the snorkeler and the estimation of his position. In this context, the unified
orthophoto covering the entire study area was segmented into individual orthorectified
images, resulting in a corrected and georeferenced image for each UAV frame (Figure 7).
The orthorectified images capturing the snorkeler can be used to estimate his position within
the same terrestrial reference frame, i.e., ETRF2000-2008.0 with UTM zone 32N projection.
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Orthorectified Image

Figure 7. UAV image, orthorectified image, and orthorectified image overlaid on the DSM (right).
The DSM is color-coded based on elevation, starting from blue at the lowest elevations (zero) and
transitioning to red at the highest elevations (as shown in Figure 5).

3.1.2. User Friendly Application

Having obtained several orthorectified images detecting the snorkeler in various
locations, a tool was required to extract the coordinates of the snorkeler. To address this
need, we developed a user-friendly Python application that eases the target coordinates
extraction from images. The user can sequentially recall the orthorectified images providing
the appropriate file path, zoom in on the snorkeler, and click on the target on his back. The
application then automatically extracts the target coordinates and saves them to a separate
text file along with the corresponding frame name (Figure 8).

TRER I Zoomi:in
Orthophoto «
sdSEiObi0060eE 8 4 clicked poini clicke X » ar =

File  Edit  View 2
pi1_e7sa.tif  531368.9492306408 4901786.165282419
D]I_9785.tif 531371.117145748 4901786.396205191
DJI_B786.tif 531379.130871004 4901785.709623179
DII_e787.tif  531383.7519975218 4901781.905274039
DII_e788.tif  531385.4075554592 4901778.575446471
DII_6789.tif  531383.2260838822 4901778.134169542
DIT_6790.tif  531374.0607120068 4901782.072095314
DIT_8792.tif  531360.3727178399 4901788. 449592957
D]I_BBZG.ti‘F 531377.1942884857 4901700.776691089
D]I_BSZl.ti‘F 531378.6652176174 4901699.6447916
DIT_0822.tif  531380.2354024803 4901698. 02065852
DIT_0824.tif  531386.659702046 4901683 . 769652611
DII_8837.tif  531381.5295222304 4901629.036191602
DIT_e838.tif  531373.8626439674 4901632.284109325
DII_0839.tif  531371.2055215248 4901633.457732363
DII_e840.tif  531365.1037732048 4901636.1792612765

531300 531320 531340 531360 531380 531400 531420

Figure 8. The interactive Python application for snorkeler coordinates and frames extraction on
the orthophotos.
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Additionally, a Python script was developed to correlate the orthorectified images with
the corresponding underwater frames using time synchronization, as detailed in Section 2.1.
The computed coordinates are then assigned to their respective underwater frames, ensur-
ing accurate georeferencing. This process guarantees accurate positioning of the snorkeler,
enabling the precise integration of terrestrial and underwater photogrammetric data.

3.2. Underwater Photogrammetric Model

This section presents the results for the underwater model, with particular attention
to the outcomes of different camera calibrations methods in Section 3.2.1. Furthermore,
Section 3.2.2 highlights the results of georeferenced underwater photogrammetry based on
computed camera position.

3.2.1. Camera Calibration

Camera calibration represents an essential step in underwater photogrammetry. Our
experience revealed that using the Agisoft Metashape 2.1.4 for automatic calibration in
underwater context led to significant challenges, particularly the inability to reconstruct
a realistic underwater model. The relative orientation of underwater frames produced
a distorted, spiral-like representation of the sea bottom, to be attributed to inaccurate
camera calibration parameters. To overcome this issue, we performed manual underwater
calibration using a chess board and applied the resulting parameters during the image
processing (Figure 9).

Initial Adjusted Bands  GPS/INS Offset

Type: Precalibrated B 8
o: 5.52271

f: 1169.67733 Cy:  4.24585

ki: -0.118253 pl: 0.000526855

k2: 0.14846 p2: 0.00121922

k3: -0.0462529 bil: 0

k4: 0 b2: o

Fced prametrs: i

Image-variant parameters: None Select...

Figure 9. Manual camera calibration with parameters estimated from.

This approach effectively mitigates refraction and distortion effects in the images,
ensuring the accuracy of the underwater photogrammetric reconstruction and providing
reliable results that are essential for accurate modeling and analysis.

3.2.2. Underwater Georeferenced Model

As previously mentioned, 41 positions of the snorkeler were computed. However,
not all these positions were usable, as in some cases the snorkeler was passing over deep
water areas, making it impossible to orient the underwater images with the model. This
highlights a limitation of the methodology, as it depends on depth and water transparency
for constructing underwater models. After filtering the data, 21 useful positions were
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retained, where clear underwater visibility allowed for accurate image orientation. From
these 21 positions we could evaluate the error by BBA (Table 1).

Table 1. Error analysis over x and y coordinates and the total error in meters.

Error [m] X y Total
Mean 0.068 0.093 0.08
Standard deviation 0.05 0.09 0.05
Minimum 0.01 0.01 0.02
Maximum 0.16 0.34 0.19

The average error for the x coordinate is 0.068 m, while the y coordinate exhibits a
slightly higher of 0.093 m, resulting in a total mean error of 0.080 m. The standard deviation
reveals greater variability in the y direction (0.09 m) compared to the x direction (0.05 m).
The error distribution also shows a wider range for y direction with a maximum error
of 0.34 m, whereas the x axis reaches a maximum error of 0.16 m. The minimum error
across both axes remains low, starting at 0.01 m for both x and y, indicating that some
measurements are highly accurate. This distribution suggests that while overall errors
remain relatively small, the system or process might face more challenges maintaining
accuracy along the y axis. Evaluation of the total error is presented in the histogram
reported in Figure 10.

Histogram of Overall Error

304 = —_

25 4

|

Frequency
—
v

10 1

0.5 4

0.0

0025 0.050 0075 0.100 0125 0.150 0175 0.200
Overall Error

Figure 10. Histogram shows the frequencies of the overall error (expressed in meters) of x and
y coordinates.

The histogram of overall error presents a frequency distribution of error values ranging
from approximately 0.025 m to 0.200 m. The highest frequency of errors falls within the
0.025 m to 0.050 m range. As the error increases, there is a notable decline in frequency,
with moderate frequencies between 0.075 m and 0.100 m, and a further decrease as the
error exceeds 0.100 m. This distribution shows that while the majority of data points exhibit
small errors, some outliers are present. To further explore the source of this variability, the
data were categorized into two groups based on the snorkeler position in the orthophoto:
“M” for positions in the middle area, and “B” for positions near the boundary area of the
orthophoto used to estimate the snorkeler’s position. Statistical analysis (Table 2) shows
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that frames in category “M” tend to have lower and less disperse errors, with a narrower
range of values. In contrast, category “B” exhibits both higher mean error and greater
variability, indicating more pronounced inaccuracies and potential outliers. A scatter plot of
the x and y errors by category further supports these findings, with category “B” displaying
a wider spread of errors compared to the more tightly clustered errors in category “M”
(Figure 11).

Table 2. Error analysis over categories expressing the snorkeler’s position within the orthophoto.

Error [m] M B
Mean 0.04 0.11
Standard deviation 0.03 0.04
Minimum 0.02 0.05
Maximum 0.1 0.19

Scatter Plot of Absolute x vs y by Category
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Figure 11. Scatter plot showing the x and y errors over two categories: “M” in blue and “B” in green,
referring middle or boundary snorkeler’s position within the orthophoto, respectively.

This suggests that frames categorized as “B” are less accurate, potentially due to frame
distortions between the middle and boundaries of the orthorectified images. Following the
error evaluation, the underwater 3D models were constructed from the collected images
and georeferenced using the computed coordinates from the orthorectified images. These
3D models captured various features on the seabed, including rocky regions, sandy areas,
and the presence of both healthy and dead seagrass. This detailed representation of the
underwater environment highlights the method capability to accurately capture and repre-
sent diverse seabed characteristics, providing valuable insights for coastal management
and conservation efforts.

3.3. Merged Model

After obtaining the land and underwater models georeferenced in the same reference
frame, they were integrated into a unified entity respecting the correct geographical location.
This enables the comprehensive analysis and interpretation of the merged dataset. In this
context, we could understand the positions of sandy areas, infrastructure, health and dead
seagrass (Figure 12).
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4901791.038N, 531351.844E ﬁ 4901782.978N ,531382.387E
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(c)

Figure 12. Merged model (emerged and submerged) with georeferenced underwater features;
(a) rocky and sandy patches; (b) seagrass; (c) dead seagrass.

3.4. Virtual Model

Following our methodology, the integration of land and underwater photogrammetry
results in the creation of a georeferenced 3D model. Beyond providing a geometric represen-
tation, this model accurately reflects the true environmental features and characteristics of
the study area. Furthermore, it enables to develop virtual reality (VR) models by exploiting
Unreal Engine [84]. In Unreal Engine, we created a virtual environment that accurately
represents real-world geometry, seamlessly integrating both terrestrial and underwater
landscapes (Figure 13).

Thus, we transformed static 3D models into dynamic virtual representations, pro-
viding an immersive platform for visualizing and exploring the coastal landscape. This
advancement significantly improves our ability to effectively analyze and disseminate
complex spatial data, supporting applications in coastal management, environmental
monitoring, and educational outreach (Figure 14).



Remote Sens. 2025,17,73

15 of 20

= % Perspective @ Lit

""III
’llll, ,/

Figure 13. Virtual model of Silence Bay in Sestri Levante (Italy).
) @ Lit Show

2
l"."l“'.'l'
’.‘llllll"ll"
Rgd-grliing 0.t £ K

‘.'Itll¢.|. »

Figure 14. Virtual model showing the underwater seagrass.

4. Discussion

Our methodology represents a significant advancement in integrating land and under-
water photogrammetry, offering a comprehensive and unified approach to survey coastal
environments. This innovative technique addresses several challenges in underwater pho-
togrammetry, including camera calibration, georeferencing issues, and the limitations of
underwater positioning systems, by combining UAVs with a snorkeler equipped with un-
derwater camera. The UAV ability to detect the snorkeler in multiple images using a target
system allows us to achieve positioning accuracy in the order of 8 cm for the snorkeler.
This level of accuracy is a promising starting point, considering the challenging nature of
positioning a dynamic GCP from orthorectified images. For instance, the dynamic GCP,
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moving over the water surface, can lead to inaccuracies in the orthophoto reconstruction
due to water movement and surface undulations. Additionally, the target attached to the
snorkeler is vulnerable to minor movements caused by waves. Despite these challenges, the
methodology demonstrates significant potential for improving the integration of terrestrial
and underwater photogrammetric data. Furthermore, this approach effectively recon-
structs both underwater and emerged environments within a single 3D model, accurately
positioning underwater habitats and features in the same reference frame as terrestrial
features. This holistic approach provides a comprehensive understanding of the coastal
environment, highlighting the spatial relations between underwater and terrestrial features.
Moreover, the methodology is cost-effective, as it avoids the need for expensive underwater
positioning systems by leveraging existing technologies in innovative ways.

However, despite the advantages, the methodology presents challenges and limita-
tions. The reliance on visual targets for positioning, coupled with the effect of water clarity,
lighting conditions and depth, can influence the quality of underwater images. Further-
more, the accuracy of the unified model depends on precise synchronization between the
UAYV and the snorkeler camera, and on the correct calibration of the underwater camera.
Additionally, image distortions correction and accurate georeferencing in the orthophoto
stage are crucial elements to achieve appreciable results.

Future research should focus on enhancing the integration of topographic and under-
water photogrammetry by incorporating additional technologies. A promising direction is
the integration of underwater acoustic sensors, such as Multi-Beam Echo Sounders (MBES),
for bathymetric data collection. By combining underwater photogrammetry with MBES
data, more detailed and accurate 3D models of underwater environments can be achieved.
Finally, replacing snorkeler with USV (Unmanned Surface Vehicle) for underwater pho-
togrammetry can be beneficial: equipping USV with GNSS technology, the positioning
accuracy from orthorectified images could be directly assessed. This comparison would
facilitate the validation and potential improvement of the dynamic GCPs accuracy.

5. Conclusions

The proposed methodology highlights the dynamic convergence of topographic and
underwater photogrammetry, showing the interaction between two distinct environments.
Employing a UAV equipped with a high-resolution camera and a snorkeler equipped using
an underwater camera, a comprehensive georeferenced 3D model is generated, spanning
both terrestrial and aquatic landscapes. The challenges encountered in this methodology
include: (1) addressing underwater image distortion; (2) synchronizing time-based data
between land and underwater cameras, and (3) ensuring the correct relative orientation
of underwater images. The success of this methodology depends on the seamless inte-
gration of multiple components, including precise UAV flight path planning, innovative
underwater data acquisition methods, and meticulous image processing techniques. De-
spite the complex nature of underwater environments in terms of measurements, the
achievement of accurate and geo-referenced results clearly shows the robustness of the
approach. Through the generation of orthorectified images and georeferenced models, this
methodology demonstrates its accuracy and underlines its applicability within diverse
interdisciplinary contexts. By providing a detailed account of the challenges and solutions
encountered, this study contributes to the evolving field of geospatial analysis and mod-
eling. Moreover, the development of streamlined tools and applications for computing
the relative position and orientation of images, alongside data extraction, highlights the
potential for future advancements in underwater photogrammetry. In this regard, this
methodology expands the horizons of spatial analysis by bridging the gap between aerial
and submerged perspectives. As technology evolves, this research paves the way for further
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innovation in geospatial methodologies, enabling comprehensive landscape assessment
across both terrestrial and aquatic domains. The integration of aerial and underwater pho-
togrammetry highlights the multidisciplinary potential of geospatial science and unlocks
new avenues of exploration and discovery in both spatial domains.
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