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Abstract: Three-dimensional hydro-acoustic imaging is a research hot spot in the under-
water acoustic signal processing field, which has a wide range of application prospects
in marine environmental resource surveying, seabed topography and geomorphological
mapping, and underwater early warning and monitoring. To solve the problem that the
resolution of the current imaging sonar reduces rapidly with increase in distance and a
scanning gap exists in side-scan sonar, we designed a down-looking 3D-imaging sonar with
a linear array structure. The imaging scheme adopts a time-domain spatial beam-forming
method with the Back Projection (BP) algorithm as the core, and the formation of a virtual
plane array can effectively improve the along-track resolution. To cope with the interference
of the carrier motion error on the imaging, we proposed a high-precision sub-wavelength
motion compensation method based on a real-time acoustic calibration system. Simulation
and real data experiments show that the motion compensation method can effectively
eliminate the influence of motion error and make the imaging energy more focused, leading
to higher-quality acoustic images. Under equal average energy, the maximum superim-
posed sound intensity values in the imaging results increased by 20.75 dB and 6.57 dB,
respectively, for simulation and real data. After motion compensation, the resolution of
this imaging system reached 3 cm × 3 cm × 2.5 cm @ Depth = 17 m, TBP = 30 s · Hz.

Keywords: 3D hydro-acoustic imaging; down-looking linear array; motion compensation;
acoustic calibration

1. Introduction
In recent years, with the increasing maturity of underwater acoustic transducer tech-

nology and the accelerating development of hydro-acoustic imaging technology, high-
resolution imaging and high-confidence recognition of small underwater targets have
become a research hot spot [1–3]. Three-dimensional (3D)-imaging sonars employ beam
imaging technology popularly to reconstruct underwater 3D acoustic images [4,5]. How-
ever, the spatial resolution of conventional beam imaging is limited, which is usually
determined by the array aperture [6–8]. Adaptive beam imaging is a technique which is
capable of improving the spatial resolution. Stoica et al. [9] applied a natural extension of
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the Capon beamformer to the case of uncertain steering vectors, addressing the issue of
performance degradation in the Capon beamformer when the steering vector knowledge
is imprecise. Liao et al. [10] proposed a robust adaptive beam imaging technique that
controls the peak sidelobe level in adaptive arrays, which is important for maintaining the
integrity of the imaging resolution by managing interference. Along with the adaptive
beam imaging technique, Wang et al. [6] used the deconvolution algorithm DAMAS2 to
enhance 3D sonar resolution.

High-resolution imaging must provide a sufficient processing gain to combat the back-
ground noise. One way to combat noise is through the design of image reconstruction [11].
Yazici et al. [12] designed a Wiener filter in the affine group Fourier transform domain to
minimize the wideband noise range-Doppler reflectivity, which can enable an operator to
precondition transmitted waveforms to reject noise. Limin et al. [13] explored a family of
rational orthogonal wavelets in active sonar detection to achieve Doppler robustness and
noise mitigation.

Furthermore, motion errors, waveform design schemes and the sensor array structure
can affect the resolution of 3D underwater acoustic imaging, with motion errors particularly
reducing the imaging resolution significantly [14–16]. Due to various random factors, such
as wind, waves, and sonar carrier manipulation, the carrier will deviate from the ideal
trajectory. The image quality will be compromised if motion errors are not accounted for
during the imaging progress [17,18]. Motion errors exceeding 1/8 of a wavelength will
significantly affect the quality of 3D-imaging. General motion error compensation methods
include error coarse compensation based on motion sensors [19,20] and motion error
compensation based on sonar echo data [21,22]. The former is limited by the performance
of the sensors and usually cannot achieve sub-wavelength accuracy. The latter has high
compensation accuracy but has strict requirements for the structure and movement of
the array.

In our study, the imaging scheme adopts the time-domain spatial beam-forming
method with the Back Projection (BP) algorithm as the core. The formation of a virtual plane
array can effectively improve the along-track resolution. To cope with the interference of the
carrier motion errors on the imaging, we proposed a high-precision motion compensation
method based on a real-time acoustic calibration system. The compensation accuracy can
reach the sub-wavelength level, which can meet the needs of high-resolution imaging.

2. Moving Linear Array Down-Looking 3D-Imaging Model
2.1. Down-Looking Imaging Sonar System

Given the limited along-track resolution of the down-looking linear array sonar, we
create a large virtual aperture along the trajectory by moving the linear array. The signal
transceiver mode of the downward view can avoid the gaps problem of the side-scan
imaging sonar and has unique advantages in 3D imaging, which is similar but different
to the mode of the multi-beam sounder. In addition, adopting the down-looking imag-
ing system, the spatial coordinate relationship is relatively simple, which is convenient
for spatiotemporal registration and conducive to the fusion imaging of sonar data from
multiple voyages.

In this paper, we studied a 3D image reconstruction method for the moving down-
looking linear array imaging sonar. Figure 1 shows the working diagram of the down-
looking linear array 3D-imaging system.
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Figure 1. Schematic diagram of 3D-imaging sonar operation.

As shown in Figure 1, the carrier coordinate system is established with the center
point of the linear array as the coordinate origin, also called the relative coordinate system.
The extension direction of the linear array is the X-direction, the direction perpendicular
to the linear array is the Y-direction, and the vertical upward direction is the Z-direction.
The establishment of the coordinate system follows the right-hand rule. To better interpret
the motion imaging process, the Y-direction in the diagram is redefined as the along-track
direction. The X-direction and Z-direction in the diagram are redefined as the across-track
direction and the depth direction, respectively.

Different from the general linear array, the specially designed receiving array has two
hydrophones with a certain distance on both sides of the along-track direction, which is
convenient for receiving three-dimensional underwater acoustic signals for the positioning
of the sonar system [23]. The transmitter is a cylindrical acoustic source with a diameter of
3 cm located below the center of the horizontal array. The structure of the down-looking
linear array imaging sonar is shown in Figure 2.

In motion imaging of the sonar system, the sound source of the down-looking linear
array imaging sonar periodically actively emits a pulsed linear frequency modulation
signal, also called a chirp signal. The chirp signal has good anti-interference ability due
to its good autocorrelation characteristics, which makes it resistant to noise interference
and improves the imaging quality in hydro-acoustic imaging. At the same time, the wide
beam of the sound source can continuously irradiate the same target, and the imaging of
the target can be completed by forming a virtual synthesis plane array by moving the linear
array, which can effectively improve the along-track resolution of the target image [24].

The echo signals received by the linear receiving array, after pulse compression, can be
recorded as a two-dimensional matrix SN,M(i, j; t), representing that this set of processed
signals comes from M frames of echo signals received by N hydrophone elements. i is the
index number of the hydrophone, and j is the frame number of the received signal.
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Figure 2. Structure of the transceiver array in the carrier coordinate system.

2.2. 3D BP Algorithm for the Down-Looking Linear Array Sonar

Despite the lower imaging efficiency of time-domain algorithms compared to
frequency-domain and beam-domain algorithms, which results in high computational
loads when dealing with long echo data and large-scale imaging scenes, both frequency-
domain range-Doppler algorithms and beam-domain w − k algorithms require the carrier
to move in an almost strictly uniform linear motion. In the context of complex under-
water environmental interference and difficult carrier attitude control, the advantages
of time-domain imaging algorithms, which do not demand a specific trajectory for the
carrier and offer good imaging stability and high precision, become prominent. Moreover,
time-domain imaging algorithms are characterized by their simple imaging principles and
ease of engineering implementation. Research into time-domain 3D-imaging algorithms
has a more direct significance for array imaging on a larger scale [25]. The application of
GPU parallel computing technology will greatly enhance the efficiency of time-domain
imaging algorithms. And we have applied this technology to data processing.

Therefore, the 3D-imaging scheme adopts the time-domain spatial beam-forming
method with the Back Projection (BP) algorithm as the core. The BP algorithm is an exact
point-by-point search imaging method within the beam domain [26,27]. The basic principle
for achieving 3D-imaging is based on the forward sound propagation model and pulse-
compressed sonar echo data. It calculates the round-trip time delay of each grid point in
the 3D target space to the sound source and hydrophone. Based on the round-trip time
delay and the spatial geometric correspondence, the algorithm coherently superimposes
the amplitudes of the processed signals that come from each hydrophone element and
back-projects this sum onto the 3D grid point in the target space as the scattering intensity
at that point. The described protocol will address the signal of each frame and amalgamate
the outcomes of the 3D grid point intensity calculations. Thereby, the 3D image of the
target space is reconstructed. It should be noted that when the platform is moving at a high
speed, the resolution along the trajectory will be affected by the time delay. If this is not
taken into account, it will affect the quality of the imaging.

The fundamental steps for 3D-imaging via the back-projection algorithm are establish-
ing the forward model of sound propagation (i.e., ascertaining the positional information of
the sound source, hydrophone elements, and target grid points), calculating the round-trip
time delays, and performing back-projection. In the 3D BP imaging algorithm for the
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down-looking linear array, the imaging space is defined within the absolute coordinate
system. And then we need to obtain the absolute position coordinates of the hydrophones
and the sound source in each frame. Based on these coordinates, the target’s round-trip
time delay is computable, and finally, back-projection is conducted to achieve 3D-imaging.
The specific process is as follows:

Step I: Set the imaging space
Establish an absolute coordinate system, setting the plane center of the bottom surface

of the target imaging space as the origin of coordinate Oabs. The imaging space is designated
as A{x | X min ≤ x ≤ X max, y | Y min ≤ y ≤ Y max, z | Z min ≤ z ≤ Z max}, and let the
spacing of the imaging grid points along each axis of the coordinate system be Dx, Dy, Dz.
Consequently, the coordinates of the imaging grid points in the absolute coordinate system
can be determined as P(Gx, Gy, Gz). The number of the imaging grid points can be
calculated as the following equation:

Pmum =

[
Xmax − Xmin

Dx
+ 1

]
×

[
Ymax − Ymin

Dy
+ 1

]
×

[
Zmax − Zmin

Dz
+ 1

]
(1)

Step II: Obtain the absolute position coordinates of the hydrophones and the sound
source in each frame

Let the absolute coordinates of the i th hydrophone element in the j th frame be
denoted as H(x(i,j)H , y(i,j)H , z(i,j)H ), and the absolute coordinates of the sound source in the

j th frame be denoted as S(x(j)
S , y(j)

S , z(j)
S ). Given the assumptions in the down-looking

linear array 3D-imaging scheme, the positional relationship between each hydrophone
element and the sound source is fixed. Therefore, by calculating the absolute position
coordinates of a specific hydrophone element or the sound source in a frame, one can
determine the absolute position coordinates of all hydrophone elements and the sound
source in this frame.

To facilitate the calculation of the absolute position coordinates for each hydrophone
element and the sound source, the carrier coordinate system (relative coordinate system)
has already been established in the text, as shown in Figures 1 and 2. Here, let the relative
coordinates of the i th hydrophone element be denoted as H0(x(i)0 , y(i)0 , 0), and the relative
coordinates of the sound source be denoted as S0(0, 0, z0). Let Ds represent the spacing
between each hydrophone element along the x-axis, and Ls represent the distance from
two hydrophone elements along the y-axis to the linear array.

The relative horizontal coordinate of the hydrophone element x(i)0 can be calculated
using the following formula:

x(i)0 =



(Ds)× i − Ds
2 , 1 ≤ i ≤ N/2

(Ds)× i + Ds
2 ,−N/2 ≤ i ≤ −1

0, i = N/2 + 1, N/2 + 2

(2)

The relative vertical coordinate of the hydrophone element can be calculated using the
following formula:

y(i)0 =



0,−N/2 ≤ i ≤ N/2

Ls, i = N/2 + 1

−Ls, i = N/2 + 2

(3)
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Step III: Calculate the target’s round-trip time delay
Given the aforementioned conditions, the round-trip time delays from the target grid

coordinate points to each hydrophone element and the sound source can be calculated in
the j th frame.

The time delay from the target grid point to the sound source can be calculated using
the following formula:

τTS =
1
c

√(
Gx − x(j)

S

)2
+

(
Gy − y(j)

S

)2
+

(
Gz − z(j)

S

)2
(4)

The time delay from the target grid point to the hydrophone elements can be calculated
using the following formula:

τTH =
1
c

√(
Gx − x(i,j)H

)2
+

(
Gy − y(i,j)H

)2
+

(
Gz − z(i,j)H

)2
(5)

Therefore, the round-trip time delays from the target grid coordinate points to the i th
hydrophone element and the sound source in the j th frame can be written as:

τi,j = τTS + τTH (6)

Step IV: Delay and sum to achieve 3D-imaging
Let the signal sampling rate be denoted as f s. After pulse compression, the time-

domain signal SN,M(i, j; t) is sampled to obtain the discrete-time echo signal SN,M(i, j; n),
and the round-trip time delay τi,j is sampled to obtain the round-trip delay points number
Γi,j. For a target point P in space, the imaging result at this point is the accumulation of
the amplitudes of the echo signals received by each hydrophone element in each frame at
the time delay of that point. The imaging result for this point can be represented by the
following formula:

Im P(Gx, Gy, Gz) =

∣∣∣∣∣ N/2

∑
i=−N/2

M

∑
j=1

sN,M(i, j; n − Γi,j)

∣∣∣∣∣ (7)

Applying the aforementioned processing to each grid point in the target imaging
space, the 3D acoustic map of the target imaging space can be obtained.

2.3. Simulation of the 3D BP Algorithm

In order to validate the effectiveness of the time-domain BP 3D-imaging algorithm
used in our paper, the point target simulation experiment under typical parameters is
designed and carried out.

In the simulation, the pulse length of the linear frequency modulation signal Tr = 1
ms, the carrier center frequency fc = 85 kHz, the signal bandwidth Br = 30 kHz, and the
frequency range is from 70 kHz to 100 kHz. The signal amplitude is 0.8, and the initial
phase is 0. A total of frame number M = 50 chirp signals are emitted, and the sampling
rate of the echo signal fs = 1 MHz. The sound speed in water c = 1449.93 m/s.

In the simulation, the receiving array consists of a total of (N + 2) = 64 hydrophone
elements. The spacing between the N hydrophone elements along the x-axis Ds = 9.5 cm,
and the distance from the latest two hydrophone elements along the y-axis to the linear
array Ls = 0.5 m. The velocity of the carrier V0 = 0.05 m/s.
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The relative coordinate of the sound source is S0(0, 0, 0.04). The imaging space is
designed as A{x | −0.5 m ≤ x ≤ 0.5 m; y | −0.5 m ≤ y ≤ 0.5 m; z | −0.1 m ≤ z ≤ 0.1 m},
and the spacing of the imaging grid points along each axis of the coordinate system
Dx = Dy = Dz = 0.01 m. The single target grid point is set at the origin of the absolute
coordinate system; its coordinate is P(0, 0, 0). The distance from the target grid point to the
imaging plane is DT = 10 m.

The simulated echoes received by the hydrophone array of the down-looking linear
array sonar are processed using the time-domain 3D back-projection imaging algorithm.
The imaging results are shown in Figure 3.

As the 2D-imaging results show in Figure 3a, apart from the slight side lobes in the
across-track and along-track directions where the target point is located, the point target
focusing imaging effect is good, truly reflecting the position of the underwater target. By
setting a reasonable threshold, the imaging results of the point target can be highlighted
from the target imaging space. Figure 3b presents the 3D-imaging result of the point target
after adjusting the threshold.

2D imaging result
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Figure 3. Simulation of single point target: (a) 2D-imaging result of the point target; (b) 3D-imaging
result of the point target; (c) beampattern on the across track; (d) beampattern on the along track;
(e) beampattern of different frame number on the across track; (f) beampattern of different frame
number on the along track.

In Figure 3c, the beam pattern of the point target in the across-track direction has a
3 dB bandwidth of 0.04 m. The imaging result of the down-looking linear array sonar in the
across-track direction is obtained by processing the echo signals received by N hydrophone
elements in the across-track direction after pulse compression. The resolution capability
cannot surpass the limitation of the physical aperture. The resolution capability in the
across-track direction is determined by the across-track receiving beam width, which is
related to the real aperture of the N-element linear array, the wavelength of the central
wavelength of the sound wave λc, and the target depth DT . Therefore, the resolution
capability of the sonar system in the across-track direction is a constant value at the
same depth.

In Figure 3d, the beam pattern of the point target in the along-track direction also
has a 3 dB bandwidth of 0.04 m. However, the along-track resolution of the imaging
system surpasses the limitation imposed by the physical aperture. It is determined by the
along-track receiving beam width, which is related to the virtual synthetic aperture L = V0t
formed by the down-looking linear array during the motion imaging process, the central
wavelength of the sound wave λc, and the target depth DT .

For the down-looking linear array imaging system, the across-track imaging resolution
is almost fixed, but the along-track imaging resolution can be improved by shortening the
along-track receiving beam width, which is caused by increasing the length of the synthetic
virtual aperture along the track. Different virtual aperture lengths can be chosen and the
echo signals of the varied frames processed to obtain the beampattern in the across-track
and along-track directions at the target depth, which is shown in Figure 3e,f, respectively.
More imaging results can be found in Figure A1.

From Figure 3e,f, it can be observed that as the length of the synthetic virtual aperture
increases, the resolution of the sonar system’s acoustic image in the across-track direction (x-
axis) remains constant, while the resolution in the along-track direction (y-axis) gradually
improves. The results of the simulation experiment are consistent with the theoretical
conclusions. However, due to the limitation of the transmitted beam width, the length of
the virtual synthetic aperture will not increase indefinitely.
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3. Motion Compensation Based on Real-Time Acoustic
Calibration System
3.1. Effect of Motion Errors

Down-looking array imaging sonar is typically mounted on underwater Remote Oper-
ated Vehicles (ROVs), Autonomous Underwater Vehicles (AUVs), or fixed to the bottom of a
ship. Due to the influence of dynamic factors such as wind and waves, as well as the limited
motion control capabilities of the carrier, the carrier’s movement will inevitably deviate
from the set trajectory, making it challenging to obtain the absolute position coordinates of
each hydrophone element and the sound source during motion. According to theoretical
analysis, motion errors exceeding 1/8 of a wavelength will significantly affect the quality
of 3D-imaging. Using only GPS positioning or inertial navigation often cannot meet the
accuracy requirement.

The carrier motion error refers to the discrepancy between the attitude and trajectory
of the carrier during motion and the established mathematical model. The main sources of
motion error for the sonar carrier can be summarized as follows:

1. Carrier trajectory measurement error: When performing sonar imaging, it is necessary
to accurately measure parameters such as the position, direction, and velocity of the
sonar carrier. However, due to the precision limitations of various sensing devices or
environmental interference, there is often some error in the measurement results;

2. Insufficient carrier attitude stability: The sonar carrier is easily disturbed by natural
factors such as waves, wind, and ocean currents during travel, causing changes in its
attitude, which, in turn, affects the reception direction and propagation path of the
sonar signals;

3. Human operation error: Mistakes made by operators when adjusting the attitude of
the sonar carrier or failing to adjust the attitude in time at specified locations can also
lead to motion errors.

The motion error of the carrier manifests as a time delay difference when the sonar
receives the echo signals, which will affect the phase information of the received echoes and
thus affect the quality of the acoustic image. In practice, however, hydrophone elements
at different locations will experience a time delay error τe due to the carrier’s motion
error. Therefore, the actual expression of the echo signal received by a single hydrophone
element is:

sre(t) = rect(
t − τ − τe

Tr
) exp

{
j(2π fc(t − τ − τe) + πKr(t − τ − τe)

2)
}

(8)

From the above formula, it can be seen that motion errors will simultaneously affect
the envelope and phase shift of the echo signal. Motion compensation actions are required
to process the echoes to obtain a relatively ideal acoustic image.

When the sonar carrier is in motion, it typically has six degrees of freedom: three
translational degrees of freedom and three rotational degrees of freedom. The translational
degrees of freedom include movements along the x-, y-, and z-axes, while the rotational de-
grees of freedom encompass rotations around the x-, y-, and z-axes. For ease of description,
the carrier motion errors introduced by these six degrees of freedom are as follows: swag,
surge, heave, pitch, roll, and yaw [28]. A schematic illustration of these six types of motion
errors is shown in Figure 4.
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Figure 4. Six types of motion errors.

For the down-looking linear array 3D-imaging sonar, the first three translational
motion error components will primarily affect the calculation of the distance from the
sound source and the hydrophone elements to the target, thereby affecting the round-trip
time delay and phase shift of the echo signals received by the hydrophone, and consequently
having a significant impact on the imaging results. The last three rotational motion error
components will mainly affect the range of the observation area for 3D sonar, and on the
acoustic signal propagation, they will affect the Doppler center frequency of the signal
and the phase between the various elements of the receiving array, which, in turn, affects
the beamforming results. However, for our downward-looking linear array 3D-imaging
sonar system mounted on an Autonomous Underwater Vehicle (AUV), it is required that
there should be no significant attitude changes while it is operating. The presence of the
three rotational motion error components may result in geometric distortion in the sonar
imagery, but the impact on image quality is rather smaller. Therefore, our research focuses
on compensating for the first three translational motion error components.

Given that the acoustic array is stationary, the three translational motion errors uni-
formly influence each hydrophone element. Therefore, in the analysis of translational
motion errors, the motion error of the array center-point can be used to represent the
entire hydrophone array. Let the position of the array center point at any moment be
(x(t), y(t), z(t)). When the linear array moves from the coordinate origin along the y-axis
at a speed of V0, the ideal position of the array center-point can be written as (0, V0t, 0). For
the imaging target point P(Gx, Gy, Gz) in the target space, the ideal distance from the array
center to this point is:

Rideal(t) =
√

Gx2 + (V0t − Gy)2 + Gz2 (9)

However, in reality, there is translational motion error of the carrier, denoted as
△x = x(t)− 0, △y = y(t)− V0t, △z = z(t)− 0. For the target point P, the actual distance
from the array center to this point is:

Ractual(t) =
√
[x(t)− Gx]2 + [y(t)− Gy]2 + [z(t)− Gz]2 (10)

Let R0 =
√
(Gx2 + Gz2) represent the ideal distance from the target point to the

moving trajectory, and let the ideal angle between the line connecting the target point



Remote Sens. 2025, 17, 58 11 of 26

and the array center and the YOZ plane be fixed as θ. Then, we have Gx = R0 sin θ and
Gz = −R0 cos θ, and (9) can be written as:

Rideal(t) =
√

R2
0 + (V0t − Gy)2 ≈ R0 +

(V0t − Gy)2

2R0
(11)

Equation (10) can be written as:

Ractual(t) =
√
[y(t)− Gy]2 + R2

0 − 2x(t)R0 sin θ + 2z(t)R0 cos θ (12)

After derivation, the difference between the actual distance and the ideal distance
from the array center to the target point can be expressed as:

△R(t) = Ractual(t)− Rideal(t) ≈
△y(V0t − Gy −△y/2)

R0
−△x sin θ +△z cos θ (13)

Analyzing the impact of the three error components of swag, surge, and heave sepa-
rately: the swag and heave, after projection, will directly affect the distance measurement
accuracy and have a significant impact on the imaging results, whereas the surge, compared
to the distance from the array center to the target point, is a small account, and its impact
on the imaging results is relatively minor. Therefore, the compensation accuracy for the
carrier motion errors of swag and heave needs to reach the millimeter level to ensure
that the carrier’s motion error is controlled at the sub-wavelength level, thereby obtaining
high-quality acoustic images.

3.2. Scheme of Motion Compensation
3.2.1. Motion Compensation System

In this section, the acoustic calibration system is first introduced. Figure 5 shows
a schematic diagram including the acoustic calibration system. While the hydrophone
elements of the down-looking linear array imaging sonar receive the target scattering
echo signals, they also receive the calibration signals emitted by the underwater preset
calibration sound source.

By reasonably setting the sound emission period and delay of the calibration sound
source to match the emission period of the sound source in the sonar array and the target
depth, the calibration sound source signal and the target echo signal can fall within the
same sound signal acquisition window. This enables the calibration sound source signal to
be used for positioning each hydrophone element. It should be noted that the calibration
sound source has a limited range of effectiveness. When the calibration sound source is far
from the sonar array, the calibration signal received by the hydrophone elements will be
submerged in the background noise and cannot be effectively extracted.

There are two different processing methods for the received calibration sound source
signals. One is the sonar positioning measurement algorithm based on three-point posi-
tioning, which has high computational efficiency but is relatively weak in adaptability to
the entire hydrophone system. It can only reflect the position coordinates of the selected
three hydrophone elements well, and the method will fail when the data of the selected
hydrophone elements for positioning are abnormal. The other is the sonar positioning mea-
surement algorithm based on multi-point positioning, which fully utilizes the calibration
signals received by each hydrophone element and positions the sonar system based on the
idea of least squares. It has good adaptability to the system but has lower computational ef-
ficiency. In engineering applications, it is essential to choose the appropriate method based
on the specific circumstances. Both kinds of sonar positioning measurement algorithms
will be introduced and compared with each other.
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Figure 5. Schematic diagram of motion compensation system.

3.2.2. Motion Compensation Algorithm Based on Three-Point Positioning

The principle of the motion compensation algorithm based on three-point positioning
involves selecting three hydrophone elements that are not collinear and using the calibration
signals they receive to calculate the distances from these hydrophone elements to the
calibration sound source. Through geometric relationships, the relative position coordinates
of the calibration sound source can be calculated. Since the absolute position coordinates
of the calibration sound source are known, the absolute position coordinates of each
hydrophone element and the carrier sound source can be obtained through coordinate
transformation, thereby compensating for the sonar echo signals.

Step I: Select the hydrophone elements for positioning
To attain optimal outcomes in acoustic positioning predicated on geometric relation-

ships, it is crucial to select hydrophone elements with favorable spatial characteristics.
Generally, the three hydrophone elements used for positioning will be chosen from the
hydrophone elements at the ends of the linear array and the two hydrophone elements
perpendicular to the linear array.

Step II: Calculate the distance from the selected hydrophone elements to the calibration
sound source

During the down-looking linear array sonar imaging process that includes a calibration
sound source, the echo signals received by the hydrophone elements consist of two parts:
one is the imaging signal containing target information, and the other is the calibration
signal containing the position information of the calibration sound source. The echo signals
received by the sonar can be expressed in the following form:

sr(n) = simag(n) + scarli(n) (14)

where sr(n) represents the sampled echo signal, while simag(n) and scarli(n) denote the
sampled imaging signal and calibration signal, respectively.



Remote Sens. 2025, 17, 58 13 of 26

Perform pulse compression on the calibration signal and select the sampling point
corresponding to the maximum amplitude of the calibration signal Nmax; the following
condition should be met:

scarli(Nmax) = max{|scarli(n)|} (15)

The distance from the hydrophone element receiving the calibration signal to the
calibration sound source can be calculated using the following formula:

RHC = (Nmax + Nstart − Ndelay)
c
f s

(16)

where Nstart is the delay point of the channel transmission, and Ndelay is the delay point of
the calibrated sound source.

For the three hydrophone elements used for positioning, the distances to the calibration
sound source are denoted as R(j,n)

HC , n = 1, 2, 3.
Step III: Calculate the relative position coordinates of the calibration sound source
Let the relative coordinates of the calibration sound source in the j th frame be de-

noted as C(x(j)
C , y(j)

C , z(j)
C ). Based on the distances from the three selected hydrophone

elements to the calibration sound source RHC and the relative position coordinates of the
selected hydrophones H0(x(i)0 , y(i)0 , z(i)0 ), i = 1, 2, 3, the following system of equations can
be established:

√(
x(j)

C − x(1)0

)2
+

(
y(j)

C − y(1)0

)2
+

(
z(j)

C − z(1)0

)2
= R(j,1)

HC√(
x(j)

C − x(2)0

)2
+

(
y(j)

C − y(2)0

)2
+

(
z(j)

C − z(2)0

)2
= R(j,2)

HC√(
x(j)

C − x(3)0

)2
+

(
y(j)

C − y(3)0

)2
+

(
z(j)

C − z(3)0

)2
= R(j,3)

HC

(17)

Using mathematical tools, the numerical solution of the aforementioned equations can
be calculated. This numerical solution includes two solutions that are symmetrical with
respect to the plane. By analyzing the geometric relationship, the solution that corresponds
to the desired criteria is selected as the relative position coordinates of the calibration
sound source.

Step IV: Solve the absolute coordinates of each hydrophone element and the
carrier sound source by coordinate transformation, and calculate the motion error
compensation values

Since the operational steps after the calculation of the relative position coordi-
nates of the calibration sound source are the same in both the three-point position-
ing and multi-point positioning algorithms, these two calculation methods will be de-
scribed with a specific frame calculation in the motion compensation algorithm based on
multi-point positioning.

3.2.3. Motion Compensation Algorithm Based on Multi-Point Positioning

The basic principle of the motion compensation algorithm based on multi-point posi-
tioning is similar to that of the ultra-short baseline (USBL) acoustic positioning method.
In the USBL acoustic positioning method, the shipborne transceiver emits a pulse interro-
gation signal to the underwater transponder. After receiving the interrogation signal, the
transponder emits a response pulse signal that is different from the interrogation signal.
By receiving the response pulse signal through several hydrophone elements spaced a
few centimeters apart, the distance and bearing of the transponder are calculated based
on the round-trip time and phase difference of the sound wave propagation in water,
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thereby calculating the coordinates of the transponder. With the absolute coordinates of
the transponder known, the precise coordinates of the carrier can be determined through
coordinate transformation.

The down-looking linear array sonar’s (N + 2) hydrophone elements are utilized to
simultaneously receive imaging signals and calibration signals. Since the calibration sound
source emits signals slightly later than the carrier sound source, the calibration signals can
be separated from the signals used for imaging during the data processing. At the same
time, the echo ranging is performed using the calibration signals received by all of the
hydrophone elements, and the relative position coordinates of the underwater calibration
sound source are calculated using the least squares method. Similarly to the three-point
positioning method, since the absolute coordinates of the calibration sound source have
been determined during deployment, the absolute coordinates of each hydrophone element
and the carrier sound source can be obtained through coordinate transformation. Then, the
motion errors embodied in the echo signal can be calculated.

Step I: Calculate the distance from each hydrophone element to the calibration
sound source

Using the same method as in the three-point positioning to calculate the distance
from the hydrophone element to the calibration sound source, extract the calibration signal
received by each hydrophone element, and select the maximum amplitude value among
them. The distance from each hydrophone element to the calibration sound source can be
calculated using Equation (16).

Step II: Calculate the relative coordinates of the calibration sound source using the
Newton–Raphson iterative method

During the motion imaging process of the down-looking linear array sonar, it is
necessary to calculate the relative position coordinates of the calibration sound source
for each frame. Let the distance from the (N + 2) hydrophones to the calibration sound
source be R(j,n)

HC , n = 1, 2, . . . , N + 2. The relative coordinates of the calibration sound source

C(x(j)
C , y(j)

C , z(j)
C ) in the j th frame can be obtained by solving a nonlinear system of (N + 2)

equations. Based on the principle of least squares, the Newton–Raphson iterative method
is used to calculate the relative coordinates of the calibration sound source. The algorithm
flow is as follows:

(1) Set the initial parameters

Let the initial relative coordinates of the calibration sound source be denoted as
C(k)(x(j,k)

C , y(j,k)
C , z(j,k)

C ), k = 0, the maximum number of iterations be Nbreak, and the maxi-
mum allowable error be σmax. In order to minimize the number of iterations, the relative
coordinates of the calibration sound source should be initialized to approximate the true
values as closely as feasible.

(2) Calculate the Jacobian matrix of the system of equations

The i th equation in the system can be represented by the following formula:√(
x(j)

C − x(i,j)H

)2
+

(
y(j)

C − y(i,j)H

)2
+

(
z(j)

C − z(i,j)H

)2
= R(j,n=i)

HC (18)

This system of nonlinear equations can be written in the following simplified form:

f1(x(j)
C , y(j)

C , z(j)
C ) = 0

f2(x(j)
C , y(j)

C , z(j)
C ) = 0

...

fN+2(x(j)
C , y(j)

C , z(j)
C ) = 0

(19)
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Then, the Jacobian matrix of the system of nonlinear equations can be denoted as:

F′(C) =



∂ f1(X)

x(j)
c

∂ f1(Y)

y(j)
c

∂ f1(Z)

z(j)
c

∂ f2(X)

x(j)
c

∂ f2(Y)

y(j)
c

∂ f2(Z)

z(j)
c

...
...

...
∂ fN+2(X)

x(j)
c

∂ fN+2(Y)

y(j)
c

∂ fN+2(Z)

z(j)
c


(20)

(3) Iteratively solve the relative coordinates of the calibrated sound source

The iterative format of the Newton–Raphson iterative method is:

C(k+1) = C(k) − F′(C(k))−1F(C(k)) (21)

The termination condition for the iteration is
∥∥∥C(k+1) − C(k)

∥∥∥
∞
< σmax, or the iteration

reaches the maximum number Nbreak. At the end of the iteration, the relative coordinates
of the calibrated sound source in the j th frame C(x(j)

C , y(j)
C , z(j)

C ) can be obtained.
Step III: Solve for the absolute coordinates of each hydrophone element and the carrier

sound source by coordinate transformation
Once the system deployment is completed, the absolute position coordinates of the

calibration sound source are thereby determined. The coordinates in the relative coordinate
system can be transformed into the coordinates in the absolute coordinate system through a
linear transformation. Let the absolute position coordinates of the calibration sound source
be Cabs. In the j th frame, the absolute coordinates of each hydrophone element and the
carrier sound source can be calculated using the following formula:H = (Cabs − C) + H0

S = (Cabs − C) + S0
(22)

Step IV: Calculate the compensation values for the echo motion error
The absolute coordinates of the aforementioned hydrophone elements and the carrier

sound source are obtained through the joint calculation of signals from (N + 2) hydrophone
elements, which can be considered as the most ideal results obtained under the condition
of limited data. The difference between the calculated distance R∗ from the hydrophone
element to the calibration sound source and the distance RHC from the hydrophones to the
calibration sound source measured by the echo signal is the error value εi,j generated in
the sonar positioning process. The compensation value for the sonar motion error is the
opposite number of the error value.

In the j th frame, the ideal distance R∗ from the i th hydrophone element to the
calibration sound source can be calculated using the following formula:

R∗ =

√(
x(i,j)H − x(j)

C

)2
+

(
y(i,j)H − y(j)

C

)2
+

(
z(i,j)H − z(j)

C

)2
(23)

The error value can be calculated by the following formula:

εi,j = R∗ − RHC (24)

The compensation value can be calculated by the following formula:

ρi,j = −εi,j (25)
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In addition, depending on the sound speed c and the sampling rate f s, the number
of echo delay points Ncomp used to compensate can be obtained. After compensation, the
echo signals used for imaging can be expressed as:

sused(t) = rect(
t − τ − τe + ρ/c

Tr
) exp

{
j(2π fc(t − τ − τe + ρ/c) + πKr(t − τ − τe + ρ/c)2)

}
(26)

In mathematical terms, the three types of translational motion errors can be separated
through approximate assumptions, looking at Equation (13). However, in the actual signal
processing process, these three types of motion errors are deeply coupled together, such
as Equation (8). Our motion error compensation method does not focus on measuring
individual motion error components but compensates for motion errors in the time delay
of the echos, ingeniously resolving the issue of the spatial coupling of motion errors, which
has been shown in Equation (26). Additionally, the compensation accuracy and the different
effects between the motion compensation algorithm based on three-point positioning and
multi-point positioning can be found in Figure A2.

4. Experiments and Results
4.1. Validation Test of Simulation Data

This section tests the feasibility of the motion error compensation method based on the
acoustic calibration system that we propose, using simulated data. The setting of simulation
parameters is all based on the actual experimental system and experimental environment.
Therefore, the simulated data can more closely approximate the real imaging environment.

The parameters of the acoustic signal in the simulation are as follows: the a pulse
length of the linear frequency modulation signal Tr = 1 ms, the carrier center frequency
fc = 85 kHz, the signal bandwidth Br = 30 kHz, and the frequency range from 70 kHz to
100 kHz. The signal amplitude is 0.8, and the initial phase is 0. A total of frame number
M = 100 chirp signals are emitted, and the sampling rate of the echo signal fs = 1 MHz.
The sound speed in water c = 1449.93 m/s.

The parameters related to the transducer array in the simulation are as follows: the
receiving array consists of a total of (N + 2) = 64 hydrophone elements. The spacing
between the N hydrophone elements along the x-axis Ds = 9.5 cm, and the distance
from the latest two hydrophone elements along the y-axis to the linear array Ls = 0.5 m.
The velocity of the carrier V0 = 0.05 m/s. The relative coordinate of the sound source is
S0(0, 0, 0.04).

The parameters related to the imaging space are as follows: the imaging space is
designed as A{x | −0.5 m ≤ x ≤ 0.5 m; y | −0.5 m ≤ y ≤ 0.5 m; z | −0.1 m ≤ z ≤ 0.1 m},
and the spacing of the imaging grid points along each axis of the coordinate system
Dx = Dy = Dz = 0.01 m.

The parameters related to the target are as follows: the interval between the target
points is 0.2 m, and the distance from the target plane to the imaging plane is 10 m. The
distribution of the simulation targets can be found in Figure 6a. Under ideal conditions, the
imaging results of these point targets are shown in Figure 6b.

To verify the correction effect of the motion compensation algorithm, we added the
sinusoidal errors with an amplitude of 0.2 m to the ideal trajectory in the along-track, across-
track, and depth directions. At the same time, we used the motion error compensation
method proposed in our paper to estimate the trajectory and compensate for the motion
error. Under real experimental conditions, such a large translational motion error would
not occur, but to vividly demonstrate the effect of our motion compensation method, we
deliberately magnified the motion error in the simulation. In Figure 7a, the blue dashed
line represents the ideal straight trajectory, the red solid line represents the actual trajectory
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with errors, and a series of green dots represent the predictions of our proposed motion
error compensation method, which is highly consistent with the actual trajectory. Figure 7b
shows the difference between the actual motion error and the estimated value. We can
observe that our method achieves a compensation accuracy of −4∼4× 10−3 m for the sway
motion error on the x-axis and the heave motion error on the z-axis. Based on the analysis in
Section 3.1, the compensation accuracy for the sway and heave components of the motion
error is relatively high, requiring precision to the millimeter level. As Figure 7b shows,
the motion error compensation method we proposed meets the corresponding accuracy
requirements for the compensation of these two motion error components, resulting in
high-quality imaging results.
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Figure 6. Target and ideal imaging result of simulation data: (a) distribution of the simulation targets;
(b) ideal imaging result.
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Figure 7. Cont.



Remote Sens. 2025, 17, 58 18 of 26

0 10 20 30 40 50 60 70 80 90 100

-4

-2

0

2

4

X
 a

x
is

 /
m

10
-3 Difference between the actual motion error and the estimated value

0 10 20 30 40 50 60 70 80 90 100

-0.04

-0.02

0

0.02

Y
 a

x
is

 /
m

0 10 20 30 40 50 60 70 80 90 100

Frame

-4

-2

0

2

4

6

Z
 a

x
is

 /
m

10
-3

(b)

Figure 7. Effect of the motion compensation: (a) trajectory estimation result, (b) the difference
between the actual motion error and the estimated value.

Ultimately, we can use the motion-compensated trajectory of the carrier for imaging
processing. We compared the visual effects of the targets in the normalized imaging results
and the changes in the maximum superimposed sound intensity value before and after
motion compensation. Figure 8a shows the normalized imaging result of the point group
by down-looking linear array sonar without motion error compensation. The imaging
results exhibit severe defocus, making it impossible to discern the nine target points in
the sonar image. And the maximum superimposed sound intensity value is 42.68 dB.
Figure 8b displays the normalized imaging result after processing with the motion error
compensation algorithm. The imaging results indicate that the motion error compensation
algorithm effectively addressed the defocus issue, leading to a significant enhancement in
the imaging quality of the sonar image from the downward-looking 3D-imaging sonar. At
this time, the maximum superimposed sound intensity value in the sound field increases
to 63.42 dB.
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Point targets image compensated by the algorithm
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Figure 8. Impact of motion compensation on imaging results: (a) point targets image without error
compensation; (b) point targets image compensated by the algorithm.
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4.2. Validation Test of Real Data

In this section, we use the real data collected by the downward-looking linear array 3D
imaging sonar during the lake trial to verify the motion error compensation method based
on the real-time acoustic calibration system. The parameters related to the transducer array
and the acoustic signal are the same as those in simulation. However, due to the variability
of the underwater environment, in our experiments with real data, we have measured the
sound velocity profile of the experimental water area before imaging to correct the sound
velocity values used in the imaging process. And the total of frame number M = 701. The
parameters related to the imaging space are changed: the imaging space is expanded to
A{x | −1 m ≤ x ≤ 1 m; y | −1 m ≤ y ≤ 1 m; z | −1 m ≤ z ≤ 1 m}, and the spacing of the
imaging grid points along each axis of the coordinate system Dx = Dy = Dz = 0.01 m.

The target depth is 17 m, corresponding to the distance from the target plane to the
imaging plane. The diameter of the circular point target on the target is 3 cm, and the
interval between the point targets is 5 cm, and our emitted sound signal has a central
wavelength of 2 cm. This target design is already very close to the limit of the resolution
capability of sound waves to showcase the performance of imaging sonar with our motion
compensation method. The shape of the target is shown in Figure 9.

(a)

3cm5cm

5
cm

(b)

Figure 9. The shape of the target: (a) optical photograph of the target; (b) the dimensions of the target.

The imaging system during the lake trial consists of a transducer array, a carrier, and
auxiliary equipment. The transducer array is rigidly connected to the carrier, which is also
equipped with other auxiliary measurement devices, such as a GPS positioning system
and an inertial navigation system. A motor can drive the carrier to move along with the
transducer array. The central control platform can control the auxiliary measurement
system to work in conjunction with the transducer array, completing the collection of
the sonar echo signal data, GPS positioning data, and inertial navigation data during
the movement. For the calibration sound source, as the imaging distance increases, the
calibration accuracy tends to decrease. Raising the calibration sound source frequency can
improve the positioning accuracy, but the effective range of the signal will also decrease. By
increasing the beam opening angle of the calibration sound source, the effective range of
positioning can be expanded, but the positioning distance will be reduced. Therefore, key
factors such as the calibration sound source frequency, signal strength, and beam opening
angle, which constrain the range and distance, need to be comprehensively designed
according to specific application requirements. Within a bottom imaging height of 30
meters, the calibration sound source we use fully meets the precision requirements for
sub-wavelength motion error compensation.



Remote Sens. 2025, 17, 58 20 of 26

In the experiments with real data, we compared the visual effects of the targets in
the normalized imaging results and the changes in the maximum superimposed sound
intensity value between the error coarse compensation scheme based on motion sensors
and our proposed motion error compensation method. The comparison of the imaging
results is shown in Figure 10. Figure 10a presents the imaging result with error coarse
compensation based on motion sensors. Figure 10b presents the imaging result with motion
compensation we proposed. We also perform an internal comparative analysis in this
imaging progress to demonstrate the BP algorithm’s quality and clarity, which can be found
in Figure A3. Figure 10c presents the 3D-imaging result after motion compensation.

(a) (b)

(c)

Figure 10. Imaging results of the lake trial: (a) imaging result with error coarse compensation based
on motion sensors; (b) imaging result with motion compensation we proposed; (c) 3D-imaging result
after motion compensation we proposed.

From Figure 10a, it can be seen that relying solely on the error coarse compensation
scheme based on GPS positioning and inertial navigation systems, although the positioning
error can be controlled within 2 cm, such positioning accuracy is far from sufficient for
acoustic imaging. The acquired normalized imaging result is completely out of focus, and
the target objects cannot be observed. Under this condition, the maximum superimposed
sound intensity value is 31.43 dB. In contrast, Figure 10b presents the normalized imaging
result with motion compensation we proposed. At the target depth of 17 m, the synthetic
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aperture length along-track is 5.18 m, and the physical aperture length across-track is
5.78 m, theoretically achieving a resolution of 3 cm. Not only the shape of the target can be
clearly seen in the figure, but also the points on the target can be distinguished. And the
maximum superimposed sound intensity value increases to 38.02 dB. In the comparison,
discernible targets could no longer be identified in Figure 10a, but clear resolution results
are presented in Figure 10b. This demonstrates the effectiveness of our proposed motion
compensation method compared to the error coarse compensation. For the motion error
compensation scheme based on sonar echo data, it is not applicable to the sonar array
structure used in this study according to references [21,22].

5. Discussion
According to our knowledge of public publications, there are no scholars or research

institutions that have proposed motion error compensation methods based on acoustic
calibration systems in underwater 3D acoustic imaging. In experiments, compared to
the poor imaging result with error coarse compensation, the resolution of the imaging
system after motion compensation we proposed has already reached 3 cm × 3 cm × 2.5 cm
@ Depth = 17 m, TBP = 30 s · Hz. By employing the motion error compensation method
proposed in this paper, the error compensation values for the signals received by most
hydrophone elements are less than 1.5 mm, equivalent to 1/10λ, demonstrating that
the motion compensation accuracy has reached the sub-wavelength level. Furthermore,
under the condition of equal average energy, the maximum superimposed sound intensity
values in the imaging results increased by 20.75 dB and 6.57 dB, respectively, for simulated
and actual data, resulting in better visual imaging results. These experimental data and
results demonstrated the effectiveness of our proposed plan. However, it should be noted
that although the acoustic calibration system can bring high motion error compensation
accuracy, the useful range of a single calibration sound source is limited and cannot meet
the needs of large-area imaging. In the future, distributed acoustic calibration systems will
be one of the directions for research. Additionally, we must consider the implementation
complexity and cost of the scheme based on the requirements of the task. If sub-wavelength
level motion error compensation is required within a small range, our proposed motion
compensation method not only costs less but also performs better compared to the error
coarse compensation scheme based on motion sensors. However, for large-range but low-
precision motion error compensation requirements, the error coarse compensation scheme
based on motion sensors is sufficient, and at this time, the cost of large-range high-precision
acoustic calibration is enormous.

6. Conclusions
In this paper, a moving linear array 3D down-looking imaging model is established,

and the back-projection algorithm for point-by-point imaging in the time domain is adopted
to achieve clear 3D-imaging of point targets. To address the challenge of high-precision
motion error compensation, we proposed a sub-wavelength motion compensation method
based on a real-time acoustic calibration system, establishing two motion compensation
models of three-point positioning and multi-point positioning. To verify the key role of the
motion compensation method in practical hydro-acoustic imaging, we added sinusoidal
motion errors to the simulation data, proving that the proposed motion compensation
method meets the theoretical accuracy requirements and has achieved good results in
simulation experiments. In addition, we compared the imaging results before and after
motion compensation using real data. The experimental results show that compared with
the measurement method of GPS combined with inertial navigation, after using the motion
error compensation method based on the real-time acoustic calibration system, the focusing
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quality of the down-looking 3D-imaging was significantly improved. Ultimately, our
system is capable of presenting high-resolution 3D target images with fine details.
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Appendix A
As a supplement to Section 2.3, these are the imaging results for a single point target

in the simulation with 20 frames and 100 frames.

2D imaging result of 20 frames
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2D imaging result of 100 frames
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Figure A1. Imaging results of different frame number in simulation: (a) 2D-imaging result of
20 frames; (b) 3D-imaging result of 20 frames; (c) 2D-imaging result of 100 frames; (d) 3D-imaging
result of 100 frames.
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Figure A2. Comparison of the effects of three-point positioning and multi-point positioning: (a) three-
point positioning in the first selected frame; (b) multi-point positioning in the first selected frame;
(c) three-point positioning in the second selected frame; (d) multi-point positioning in the second
selected frame; (e) three-point positioning in the third selected frame; (f) multi-point positioning in
the third selected frame.
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To illustrate the differences between three-point positioning and multi-point position-
ing, we randomly selected three consecutive frames from a segment of data and plotted
their time delay point of each hydrophone in Figure A2. It can be seen from the figure
that, since three-point positioning uses the hydrophones at the ends of the linear array for
positioning, the time delay correction results fit well at both ends, with increased error at the
center of the linear array. In contrast, multi-point positioning, which fully utilizes the echo
signals received by all hydrophone elements, results in a corrected time delay that matches
the measured time delay more closely. Additionally, the motion compensation accuracy of
both positioning algorithms has reached the sub-wavelength level in experiments, which
can be seen from the correction of the time delay points.

(a) (b)

(c) (d)

Figure A3. Reconstruction of different frame number: (a) imaging result of 176 frames; (b) imaging
result of 351 frames; (c) imaging result of 526 frames; (d) imaging result of 701 frames.

In Figure A3, we performed an internal comparative analysis in the imaging progress
of Figure 10b to demonstrate the BP algorithm’s quality and clarity. We obtained a series of
imaging results through iterative reconstruction of data from different frames, correspond-
ing to different virtual synthetic apertures. In Figure A3a, the shape of the target cannot be
discerned, and the maximum sound intensity value is 27.62 dB. As shown in Figure A3b,
when the number of frames is increased to 351, the reconstructed result allows the shape of
the target to be identified, and the noise points around the target are significantly reduced,
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with the maximum sound intensity value being 32.63 dB. In Figure A3c, the target becomes
even clearer, and the surrounding noise points are further reduced, with a maximum sound
intensity value of 37.31 dB. Compared to Figure A3c, Figure A3d shows almost no visual
difference, but the maximum sound intensity value has increased to 38.02 dB. With the
increase in the number of frames used, the visual effects of the iterative reconstruction
results are better, and the maximum sound intensity value is also increasing, highlight-
ing the quality and clarity of the BP algorithm. However, as can be seen, continuing to
increase the number of data frames has a limited effect on the enhancement of the imaging
results. Therefore, we chose the imaging result of 701 frames as the final result presented in
Figure 10b.
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