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Abstract

Inspection, maintenance, and repair (IMR) operations on underwater infrastructure re-
main costly and time-intensive because fully teleoperated remote operated vehicle s(ROVs)
lack the range and dexterity necessary for precise cooperative underwater manipulation,
and the alternative of using professional divers is ruled out due to the risk involved.
This work presents and experimentally validates an autonomous, dual-I-AUV (Interven-
tion—Autonomous Underwater Vehicle) system capable of assembling rigid pipeline seg-
ments through coordinated actions in a confined underwater workspace. The first - AUV
is a Girona 500 (4-DoF vehicle motion, pitch and roll stable) fitted with multiple payload
cameras and a 6-DoF Reach Bravo 7 arm, giving the vehicle 10 total DoF. The second I-AUV
is a BlueROV2 Heavy equipped with a Reach Alpha 5 arm, likewise yielding 10 DoF. The
workflow comprises (i) detection and grasping of a coupler pipe section, (ii) synchronized
teleoperation to an assembly start pose, and (iii) assembly using a kinematic controller that
exploits the Girona 500’s full 10 DoF, while the BlueROV2 holds position and orientation
to stabilize the workspace. Validation took place in a 12 m x 8 m x 5 m water tank. Re-
sults show that the paired I-AUVs can autonomously perform precision pipeline assembly
in real water conditions, representing a significant step toward fully automated subsea
construction and maintenance.

Keywords: underwater manipulation; underwater coordination; I-AUV; underwater robots

1. Introduction

Inspection, maintenance, and repair (IMR) operations on subsea infrastructure focuses
on keeping pipelines, power-and-communication cables and testing critical components
for corrosion and opening or closing hydraulic valves. Typical tasks include visual survey,
cleaning bio-fouling, tightening or replacing bolts, swapping pressure-balanced electrical
connectors, and opening or closing hydraulic valves. Current practices rely on dynamically
positioned support vessels that deploy work-class ROVs fitted with heavy manipulators,
while divers handle the most delicate interventions where depth permits. This approach is
effective but expensive and still exposes humans to considerable risk.

Underwater robotics began with simple inspection-class ROVs. These ROVs, linked to
the surface by an umbilical, carried little more than cameras and sonar to provide real-time
visual feedback. As the offshore industry demanded physical intervention at greater depths,
ROVs were fitted with hydraulic manipulators, an upgrade that inevitably increased their
size and power requirements. In parallel, the need to cut costs and ensure diver safety
triggered the development of autonomous underwater vehicles (AUVs) [1]. Untethered
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and self-piloted, AUVs can survey vast areas without human teleoperation. The latest step
in this evolution is the I-AUV [2]: a fully autonomous platform that combines advanced
onboard decision-making with one or more manipulators, enabling it to execute complex
subsea tasks without continuous human supervision.

Autonomous underwater manipulation has gained significant momentum over the
past few decades. Early projects such as ALIVE [3], demonstrated the first fully autonomous
subsea intervention with a hovering AUV capable of docking and performing simple manip-
ulation tasks. This was followed by SAUVIM [4], the first program to achieve free-floating
object manipulation with an I-AUV. The TRIDENT project [5,6] pushed the envelope fur-
ther, accomplishing autonomous search and black-box recovery. Later initiatives such
as PANDORA [7] and TRITON [8] employed the Girona 500 AUV to refine free-floating
manipulation control. Most recently, the OPTIHROV project has showcased untethered
operation using both single [9] and dual-arm [10] I-AUV configurations.

Collaboration and coordination between robots is a complex challenge. Most of the
state-of-the-art approaches in this field focus on applications such as collaborative multi-
robot exploration [11], mapping and object detection [12], or inspection and monitoring
operations using multi-robot networks, such as Unmanned Aerial Vehicles (UAVs) [13] or
Unmanned Ground Vehicles (UGVs) [14]. However, there are also other examples of collab-
oration, particularly in the context of robotic manipulation. An overview of collaborative
robotic manipulation in multi-robot systems [15] highlights tasks such as transportation,
3D printing, painting, and piece assembly as common industrial applications for UGVs.
One interesting application is the use of aerial robots with multi-link arm for assembly
tasks [16] this is a direct related work because the control of aerial robots with manipulators
is similar to the control of a L AUV.

Applications of multirobot systems in marine environments are less common, and most
are limited to multiple unmanned surface vehicles (USVs) collaborating for obstacle avoid-
ance [17] or performing task planning in coordinated missions [18]. Other forms of collab-
oration involve heterogeneous robot teams, such as autonomous surface vehicles (ASVs)
working with unmanned aerial vehicles (UAVs) or AUVs. In the first case, inspection tasks
are the most common, although there are some singular ones such as collaborative object
manipulation on the water surface [19]. In the second case, collaboration typically involves
underwater vehicles such as ROVs or AUVs, using the USV as a communication link [20],
a positioning reference using USBL antennas on board, and as a docking station or a launch
and recovery system (LARS) [21].

Collaboration between underwater vehicles is a complex challenge, primarily due
to the limitations of wireless communication. Acoustic communication can be used over
long ranges, but the bandwidth is low. Radio frequency offers good bandwidth, but signal
attenuation in water restricts its use to just a few meters. Optical communication has
a limited field of view and also suffers from restricted bandwidth. These constraints
often force the use of an umbilical, increasing the complexity of the coordination due to
possible entanglements. A review of the localization, navigation, and communications for
collaborative missions can be found in [22].

Projects such as MARIS [23] and TWINBOT [24] focused on the manipulation and
transportation of large objects, such as pipes. Derived from these two projects, numerous
works have been published developing control architectures, most of which were validated
in simulation such as manipulation and transportation with cooperative underwater vehicle
manipulator systems (UVMS) [25], a distributed predictive control approach for cooperative
manipulation of multiple UVMS [26] or a decentralized strategy for I-AUV cooperative
manipulation tasks [27]. However, there are only a few examples where the concept of
coordination between two I-AUVs for transporting a large object has been experimentally
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validated. One such example is [28], where the authors demonstrated system stabilization
and waypoint-following. Finally, another example can be found in [29], where the authors
experimentally validated the grasp, placement, and transportation of an underwater pipe
using two I-AUVs.

This work is part of COOPERAMOS, a coordinated project in which Universitat de
les Illes Balears (UIB) focuses on improving perception for real-object manipulation, while
Universitat de Girona (UdG) leads the bi-manual assembly tasks. Finally, Universitat Jaume
I (UJI) is responsible for the grasp planner, VLC communication, and the user interface.
This article presents a simplified scenario, aiming to validate the feasibility of cooperative
assembly with two robots as a step toward jointly manipulating larger objects.

The main contribution of this work lies in the autonomous coordination of two I-AUVs
to perform a precise underwater pipe assembly task. This operation is highly challenging
due to the need for millimetric accuracy in positioning and alignment, as well as the
complexity of simultaneously controlling both robots during the cooperative manipulation
process. Such capabilities are essential for future applications involving the installation of
subsea infrastructures, including the connection of pipelines, cables, or modular structures.

To address this problem, the proposed methodology—detailed in Section 2—inte-
grates a multi-camera perception module, a hybrid system architecture, and a task-priority
kinematic controller. A key element for the success of this approach is the tight mecha-
tronic integration of the system, which, along with the experimental setup, is described in
Section 3. Experimental results are presented in Section 4, where the trajectories, velocities,
and alignment errors are analyzed and discussed. Finally, conclusions and directions for
future research are provided at the end of the article.

2. Methodology
2.1. Perception

The perception module includes some work in the direction of using neural networks
to grasp the pipe segments (method 1). However, to simplify the problem of depth es-
timation, visual markers (method 2) are used to estimate the pose of the object. Given
that the neural network-based approach relies on a monocular camera and only provides
object segmentation without estimating its 6D pose, the ArUco marker-based method
was selected. Although this method can be susceptible to lighting changes and requires
prior knowledge of the object and the marker’s location, it proves to be reliable under
controlled conditions. For the purposes of this proof-of-concept experiment (performed in
a water tank with clear visibility and controlled illumination) using ArUco markers was an
effective and practical solution to validate the research manipulation strategy, simplifying
the perception phase. Nevertheless, further research is being conducted to incorporate a
stereo camera setup that enables markerless 3D pose estimation and allows the system to
operate with objects of varying geometries and under different lighting conditions, moving
toward more robust and generalizable underwater assembly tasks. In this section, both
approaching methods are presented, with method 2 being chosen for the experiment.

2.1.1. Neural Network Approach

This method is based on the assumption that it is not possible to place markers on
the pipes or objects. Additionally, the objects may have varying geometries, and the
grasping points are not precisely known. Therefore, a markerless approach can be used,
relying on neural network-based object detection to identify the parts and guide the
grasping process.
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A YOLOvV8m segmentation model [30], consisting of 191 layers and approximately
27.2 million parameters, was trained using the Ultralytics framework. The architecture was
selected as a trade-off between accuracy and inference speed, requiring around 110 GFLOPs
per forward pass. The model performs instance segmentation and was employed to detect
and localize the pipe segments in underwater scenes.

A dataset was created using images from a simulation environment, dry environment,
and water tank environment. A total of 1536 images were manually segmented, and data
augmentation was applied to the dataset. Then, the dataset was divided in 3399 images for
training, 151 for validation, and 75 for testing.

Once the model was trained, it was deployed in a real environment. The segmented
image was used to determine the axes of maximum and minimum moment of inertia,
and based on these values, the grasping points were calculated using the contour of
the detected object. The detailed grasping procedure is beyond the scope of this article.
However, Figure 1 illustrates the segmentation process and the selected grasping points,
adapted from a previous contribution by the authors [31]. Another previous work that
contributed to this approach is [32], where the proposed framework enabled two robots to

cooperate in an intervention task within the experimental area of the European Organization
for Nuclear Research (CERN).

Figure 1. Segmentation results. From left to right: manual segmentation; segmentation and computed
grasping points for the pipe; segmentation and grasping points for the coupler before grasping; and
segmentation with the coupler at the grasping point. The arrows in the images represent the center of
the object and the center of the gripper camera.

2.1.2. ArUco Markers

The perception module used in the experiment was built upon a calibrated camera
setup capable of detecting ArUco markers [33] and estimating their poses relative to the
camera frame. The pose information was then published to ROS using the aruco_opencv
package [34]. This real-time feedback allows for computing the world’s NED position
and orientation of the target objects, which was crucial for executing reliable grasping
and assembly actions. The use of ArUco markers provided a lightweight but effective
solution for underwater perception, ensuring the repeatability and precision required for
intervention tasks.

First, the ROS driver used the YUYV image stream from the cameras and published it
to the sensor_msgs/Image topic. Then, ArUco markers were detected using the previously
mentioned package. Once detected, the marker poses were published to a ROS topic and
subsequently read by the object pose estimation node. This node estimated the object’s
position and orientation either by averaging the poses of multiple ArUcos or by applying a
fixed offset, depending on whether one or two markers were detected. Once the object’s
pose relative to the camera frame was obtained, it was transformed into the world NED
frame using ROS’s tf system. The resulting global pose was then published for use by the
task-priority kinematic controller. Additionally, a visualization marker containing the pose
and the mesh of the coupler and the pipe was published to ROS and displayed in Rviz.
A diagram of the perception module is shown in Figure 2.



J. Mar. Sci. Eng. 2025, 13, 1490

50f23

uint16 marker_id

i i visualization_msgs Rviz
geometry_msgs Marker Visualization

yuyv P
0se .
Format . Aruco Object Pose
Camera — | ROS Driver . —_— L
Detection Estimation
geometry_msgs Kinematic
Pose pose Controller

Figure 2. Diagram of the perception module. The standard ROS messages used are represented with

SeNsor_msgs
Image

—_—

the arrows.

2.2. System Architecture

The overall system architecture is composed of two subsystems: the BlueROV, which
operated in position-hold mode, and the Girona 500 I-AUV, whose architecture consists
of three main modules. First, a multi-camera perception module estimates the poses of
the objects. Second, a control architecture module manages the grasping and assembly
actions, as well as the controllers and safety conditions that allow a safe intervention
(without collisions). Finally, the I-AUV reads the body-frame velocities and interacts with
the thrusters, while also reading the arm and gripper velocities to communicate with the
manipulator communication interface. An overall system architecture diagram is shown
in Figure 3. This figure provides a global overview of how the main modules and ROS
nodes (perception, control, and hardware) interact through ROS interfaces. In the following
paragraphs, each of the submodules within the control architecture is described in detail,
reflecting the internal structure and behavior of the ROS nodes involved in the sequencing
and execution of the manipulation task.

4 CONTROL
Pose ARCHITECTURE GIRONA 500

geometry_msgs

PERCEPTION

et Grasp Acti Assembl, o5 r'xes;,s
Camera Sensor_msgs rasp Action ssembly geometry_msgs| la2
Image Server Action Server N Twist Setpoints
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.- . Thrusters
Task Priority Velocity Velocity Setpaints
Perception Kinematic Relay Required

Goal or Goalor | EOMEIY-MSES  Controller Node
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sensor_msgs SwitchTasks
Front IR Arm Jomt
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SwitchController _( Controller \1 (ROS Control
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Figure 3. Diagram of the system architecture. Four modules are presented in this diagram: perception,
BlueROV I-AUYV, Girona500 I-AUV, and control architecture. The standard ROS messages and services
link the different modules and submodules and are represented with arrows.

The control architecture module consists of three main parts, the action servers, the low-
level controllers, and the high-level controllers, each of them are detailed next:

*  Action servers: These modules are ROS nodes that execute tasks, providing feedback
and results. For example, the Grasp Action Server reads the object pose and sends
an approach pose with an offset relative to the object. This node waits for the end-
effector to reach the approach pose before sending a new grasp pose closer to the
object. This cycle is repeated until the end-effector reaches the final grasp pose (i.e., its
pose is within a defined threshold relative to the object pose). The action can also be
automatically cancelled if the error between the end-effector and the object exceeds the
pre-established threshold, or if the human operator decides to cancel the autonomous
behavior for any reason. Additionally, the action node publishes a feedback message

containing the current position and orientation error.
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In the case of the Assembly Action Server, the pose of the coupling part of the pipe
and the left coupling part of the coupler were used to compute the misalignment error.
A proportional controller was implemented to reduce this error and allow the system
to successfully perform the assembly. The output of the controller was a feed-forward
velocity command sent to the kinematic controller; this velocity represents the motion
the end-effector must follow to bring the misalignment error to zero.

To improve the robustness of the autonomous behavior, an additional mechanism
was implemented. Specifically, if the coupler were already grasped, but the frontal
camera could no longer detect it (typically because the manipulator arm obstructed
the camera’s field of view), the system could still estimate the left-coupling part
of the coupler pose. This was achieved by using the last known transformation
between the end-effector and the left-coupling part of the coupler. By combining this
transformation with the transform from the World NED frame to the end-effector
frame, the system was able to compute an accurate estimate of the coupler’s global
pose even without visual input.

*  Low-level controllers: This module includes the predefined arm configurations,
the task-priority kinematic controller and the drivers required to send velocity com-
mands to the I-AUV module. The predefined arm configurations node use the joint
trajectory controller of the ROS control framework to move the arm to a predefined
configuration. The task-priority controller used is based on the approach presented
in [10], with small modifications to adapt it to the specific requirements of this applica-
tion. These adaptations depend on the active action server: in the case of the grasping
server, the input is a target pose, whereas in the assembly server, the input consists of
linear and angular velocity commands. To handle both cases within a unified frame-
work, two control tasks were implemented: one with a zero-valued proportional gain
vector (used for feed-forward velocity input), and another with a unitary gain vector.
Depending on the active action server, one of these tasks is enabled while the other
is deactivated, allowing efficient switching between pose-based and velocity-based
control. Additionally, a velocity relay node and a controller manager work alongside
the ROS control node to manage the flow of velocity commands to the I-AUV. This
architecture ensures that the human operator can interrupt the autonomous control at
any time and switch to teleoperation if a potential collision is detected or if the safety
of the system is compromised.

*  High-level controllers: These controllers function as a sequencer capable of triggering
any action server by sending a goal or cancelling an ongoing action. Additionally, they
can switch the active task in the task-priority algorithm or send a string-based request
specifying a predefined arm configuration. These configurations include positions
such as fold, unfold, look down, start assembly, or home position. In parallel to the
sequencer, the human operator continuously monitors the intervention. If any failure
occurs or the safety of the mission is compromised, the operator can intervene and
take manual control of the system.

2.3. I-AUV Kinematics

The kinematics of the Girona 500 I-AUV are presented in this section. Since the
BlueROV I-AUV remains in position-hold mode without actuating any joints of its
arm, the kinematic analysis focuses only on the Girona 500 and assumes the pipe as a
floating object.
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2.3.1. Reference Frames

Figure 4 shows the frames and joints of the Girona 500 I-AUV and Table 1 explains the
frame of the figure.

Heave ()

Figure 4. Girona 500 I-AUV kinematic system.

Table 1. Reference frames used in the AUV-manipulator system.

# Frame Name Description

1 NED North-East-Down reference frame

2  AUV_base_link Main body frame of the AUV

3  Arm_base_link Base frame of the manipulator mounted on the AUV
4  Arm_joint_0 Frame at joint 0 of the manipulator (base rotation)
5 Arm_joint_1 Frame at joint 1 (shoulder pitch)

6 Arm_joint_2 Frame at joint 2 (elbow pitch)

7 Arm_joint_3 Frame at joint 3 (elbow roll)

8 Arm_joint_4 Frame at joint 4 (wrist pitch)

9 Arm_joint_5 Frame at joint 5 (wrist roll)

10  Arm_joint_6 Frame at joint 6 (push rod)

11 End_effector_camera Camera mounted at the end effector

12 Front_camera Front-facing camera on the AUV

2.3.2. Definitions

First, the notation of the position and velocities of the robot are defined in the left of
Table 2, the positions and velocities of the joints of the manipulator arm are shown on the
right of Table 2.

Table 2. Degrees of freedom, positions, and velocities of the LAUV.

Vehicle Arm
Name DoF Pos. Vel. Name DoF Pos. Vel.
Surge X trans. X u Joint0  Revolute q0 do
Sway Y trans. y v Joint1  Revolute q1 g1
Heave  Z trans. z w Joint2  Revolute g2 g2
Roll X rot. ¢ [4 Joint3  Revolute q3 g3
Pitch Y rot. 0 q Joint4  Revolute qa Ga
Yaw Z rot. P r Joint5  Revolute qs gs

Joint6  Prismatic 6 g6
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From the mentioned notation, a pose vector from the robot and a configuration vector
of the arm can be expressed as

a=[l ] =[x v =9 0 4] )

T
q= {‘70 g1 92 493 494 95 %} )

2.3.3. Kinematic of Position

The pose of the base link of the AUV (Frame {B}) with respect to the North-East-
Down (NED) (Frame {N}) can be expressed in a homogeneous matrix using the vector # of
Equation (1). The homogeneous matrix is shown in Equation (3).

NTg(y) =

NRg(n,) m
013 1 ®)

where the rotation matrix of Frame {B} with respect to Frame {N} is expressed as
NRB(’Tz) = R:(9) Ry(e) Ry(¢) 4)

By expanding the elementary rotation matrices around the x, y, and z axes, the rotation
matrix representing the orientation of Frame {B} with respect to Frame {N}, as a function of
1, is derived as

cosp —sinyp 0 cosf 0 sinf 1 0 0
R:(¢) = |sing cosyp O|;Ry(0) = 0 1 0 [;Ry(¢p)= |0 cos¢ —sing (5)
0 0 1 —sinf® 0 cosf 0 sing cos¢
cosypcosf —sinycosd+cosPpsinfsing  sinysing + cosPsin b cos ¢
NRB(ﬂz) = |sinypcos® cosypcosP+sinyPsinfsing  —cosysing + sinysinb cos ¢ (6)
—sind cos 0 sin ¢ cos 0 cos ¢

The pose of the base of the manipulator arm (Frame {A}) with respect to the base link
of the AUV (Frame {B}) can be expressed as

BT, —

(7)

R3x3 Pp3x1
013 1

With R representing the rotation between frames. The position of the end-effector
(Frame {E}) with respect to the base of the manipulator arm (Frame {A}) can be com-
puted using the joint vector g and the Denavit-Hartenberg method for forward kinematics

as follows:
n

ATe(q) =[1"'Ti(q) =

i=1

(®)

ARg(q) AtE(q)]
01x3 1

The matrices '~ T;(q;) represent the transformations between consecutive links and are
defined based on the Denavit-Hartenberg (DH) parameters. The specific DH parameters
for the Bravo arm are provided in [35].

Finally, the transformation from the world NED (frame {N}) to the end-effector
(frame {E}) can be computed using the transformations fromEquations (3), (7) and (8)
as shown next:

NTe(y,q) = NTp(n) - BTa - ATe(q) ©)
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Using this transformation, the end-effector pose with respect to the world can be
represented as

T T
Hee = [ﬂeq ’7622} - [xee Yee Zee Pee bec oo (10)

2.3.4. Kinematic of Velocity

The quasi-velocities of the Underwater Vehicle Manipulation System (UVMS) are
expressed as

T
C= " Q7] =[wowpardod ddsdads dsl” 1

where v represents both linear and angular velocities of the vehicle (frame {B}):

v:{vlT vZT]Tz{u vow p q r}T (12)

The quasi-velocities of Equation (11) are related to the end-effector rate of change E,,
using the Jacobian of the UVMS [36].

ﬁee = J(Q)g (13)

In which g represents the generalized coordinates of the UVMS.

T
a=|1"a"| =[xyz¢0yqoa s qiqs el (14)

In Equation (13) the complete Jacobian of the UVMS J(q) can be constructed using
the Jacobian of the vehicle J; (#), the Jacobian of the manipulator arm J;, (¢) and the linear
velocity contribution due to the angular velocity of the vehicle through the cross-product
(skew-symmetric) operator.

First, a transformation from the body velocity to the NED frame can be performed
using the following expression:

i1 =Y (n2)v (15)

with 77 as the velocity in the NED frame {N}, transformed from the body velocity frame {B}.
The presented Jacobian of the vehicle J, (772) can be expressed as

_ |MRp(112) 0343
Jv(ﬂz)—l N M(Uz)] (16)

In which NRp (1) was expressed in Equation (6) and J,, (12) is the angular transfor-
mation matrix from frame {B} to frame {N} and derived from

12 = Ju,(112) v2 (17)

In which # is the angular velocity vector in frame {N}, v, is the angular velocity of
the vehicle, and J,, (172) can be derived as

1 singtan® cos¢tant

Ju(2) = |0 cos¢ —sing (18)
0 sin¢/cos® cos¢/cosb
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As previously mentioned, the Jacobian of the manipulator J;m () is required to compute
the Jacobian of the UVMS J(q) and it can be represented as follows:

VEI’!Q

A
lA E’“] =Jm(a)q (19)

such that A’7£n1 and 4vg,, represent the lineal and angular velocity of the end-effector
(frame {E}) with respect to the manipulator arm base (frame {A}). Also, and the manipulator
Jacobian can be expressed as

_ Jmp(q)

This is given by the derivative of the position and orientation with respect to each
joint of the manipulator:

0

Tup(@) = 5" el
WEn,

Ima(@) = 50 @2)

Finally, the complete UVMS Jacobian can be computed as follows:

ﬂggl _ J p (q) v _ J

= | =1 (23)
|}Qe!| [Jo(q) q (@)
where the position Jacobian is composed by the rotation from frame {B} with respect to

frame {N}, the contribution of the vehicle’s angular motion to the linear velocity of the
arm’s end-effector and the manipulator Jacobian.

Jp(@) = [MRs — (S(Ru(np) Prpa) +S("Ra M) VR(0) Jmpl@)]  @4)

In which S (NR B(1) Byp A) is the displacement between the vehicle’s frame {B} and the
base of the arm {A} and S(NR 4 % 4,,) represent the displacement between the base of the
arm and the end-effector. These to terms are multiplied by the rotation of the vehicle with
respect to the NED frame.

Finally, the orientation Jacobian can be computed as follows:

Jo(a) = [03.5 MRy (1) ()] 25)

2.3.5. Controllers

A proportional controller was applied to develop the assembly process. This type of
controller was selected due to its simplicity and the low dynamic response requirements
of the task, where both grasping and assembly motions are slow and do not involve
rapid accelerations. Under such conditions, a proportional controller ensures sufficient
stability and responsiveness without requiring more sophisticated control strategies, such
as adaptive sliding mode control [37]. The control law is shown next:

u(t) =Ky -e(t) (26)
In which K, is the proportional gain and the error is described as

e(t) = r(t) —y(t) (27)
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where the y(f) represents the pose of the grasped object with respect to the NED frame and
r(t) represents the pose of the pipe also with respect to the NED frame.

The control of the orientation was implemented using quaternions. Given the current
grasped object orientation q; and the target pipe orientation q, both expressed as unit
quaternions in the following form:

T T
q = [xl oz wd ;= {Xz Y2 22 wp (28)
The orientation error can be computed as a quaternion:
err = Q2 ® qy ! (29)

where ® denotes the quaternion product and q; !is the inverse (or conjugate, since it is a
unit quaternion):

Qflz[*xl -y1 -z wlr (30)

From the resulting error quaternion qerr, we extract the rotation angle
0=2- arCCOS(Qerr,w) (31)

and the rotation axis

#[ }T 0>e
o= { sin(6/2) Qerrx  ferry Herrz| - )

0, otherwise
Finally, the angular error vector in axis-angle format is
Werror = 0 - 0 (33)

Using this form, the proportional controller can be applied to the orientation. The
output of the control law of Equation (26) represents the feed-forward input of an end-
effector configuration task from the task priority controller detailed in [10].

3. Experimental Setup

3.1. Mechatronic Integration
3.1.1. Girona 500 I-AUV

In this setup, the G500 I-AUV [38] was equipped with a Reach Bravo 7 manipulator [39].
The two-fingered end-effector designed by the CIRS laboratory in Girona, Spain, was
installed in the manipulator. This end-effector includes a camera in the palm, allowing the
robot to see at all times the object that is being grasped.

A watertight enclosure was installed in the AUV. This payload enclosure contains a
Jetson Orin AGX, an Ethernet switch, and the necessary power adapters and connectors
to provide the I-AUV with a wide range of input possibilities such as cameras, sensors,
scanners, communication modems, etc. However, for this experiment, the only other
gadget used in addition to the manipulator was a Low-Light HD USB camera connected to
a Raspberry Pi 5 8GB enclosed in a watertight container. A picture of the G500 I-AUV and
its payload can be seen on the left of Figure 5.
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Figure 5. On the left the G500 I-AUV. (a) Two-fingered end-effector with camera, (b) Reach Bravo
7 manipulator, (c) Payload enclosure, (d) Low-Light HD USB camera enclosure, (e) Jetson Orin
and stereo camera enclosure. On the right, the BlueROV I-AUV. (f) Reach Alpha 5 manipulator,
(g) Custom end-effector for pipe grasping.

Regarding the communications, it is important to highlight that all image processing
for ArUco marker detection is performed directly on the onboard computers (gripper and
front), to which the camera is physically connected. This design minimizes the amount of
data transmitted over the network, since only the detected ArUco poses are sent from the
onboard computers to the main computer via Ethernet. Similarly, only velocity commands
are issued from the control node to the manipulator. As a result, the total data exchanged
within the control loop is very low. Given that all network links are wired (Gigabit Ethernet),
and the onboard switch configuration involves at most three hops, communication latency
is practically negligible and does not affect the performance of the control loop.

3.1.2. BlueROV I-AUV

For this experiment, the heavy configuration of the BlueROV2 [40] was used. This
setup adds two thrusters to the standard configuration, which provides the vehicle with
6 doF. Moreover, the BlueROV2 was equipped with a Reach Alpha 5 manipulator [41].
An end-effector was designed and implemented to fit properly around the pipe. A picture
of the experimental setup of the BlueROV2 can be seen on the right of Figure 5.

3.2. Grasp and Assembly Experiment

For this experiment, one pipe and one coupler were used. The first part consisted of a
3D-printed coupler with a cylindrical shape on the middle section and two blocks on each
side of the cylinder. Each block had ArUco codes pasted onto each of the faces. The second
element consisted of a 34 cm diameter PVC tube with two 3D-printed blocks with ArUco
codes attached to each side of the tube. In this case, a shorter diameter was selected so that
the Reach Alpha 5 manipulator could grasp the part. Both parts had neodymium magnets
integrated in the blocks in order to aid the assembly operation. A detailed picture of the
parts can be seen on the right of Figure 6.

The left part of the Figure 6 shows a recreation of the experimental setup where the
BlueROV I-AUV was connected by a tether to the first Ground Control Station (GCS).
This I-AUV is in position hold mode using the depth sensor [42] and a Doppler Velocity
Log (DVL) A50 from Waterlinked [43]. The software running at the GCS was Qground
Control [44], and the operator can control the robot using a Logitech F310 joystick [45]. For
the assembly experiment, the BlueROV2 I-AUV was teleoperated using the joystick to send
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manual velocity commands until the robot reached the assembly position. At that point,
an autonomous position-hold mode was activated via QGroundControl.

OBIJECTS
B®m

n ©

/

m @ 155'

Figure 6. On the left, a diagram representing the experimental setup. On the right, the objects: (a) 3D-
printed coupler, (b) PVC pipe, (c) 3D-printed blocks with ArUco codes and neodimium magnets.

The Girona 500 I-AUV was also connected by a tether to a GCS, where Ubuntu
20.04 [46] and ROS Noetic [47] were running. Here, the operator was monitoring the
intervention using the robot visualization tool Rviz [48]. Regarding synchronization of the
system, both I-AUVs were synchronized via internet time servers using the Network Time
Protocol (NTP), which ensured consistent ROS time across both platforms. Moreover, all
control nodes relevant to the task execution (including the localization of the pipe and the
coupler) were executed onboard the Girona 500 I-AUV. Finally, the complete experiment
starts with the BlueROV I-AUV holding the pipe at a random position in the tank, far from
the Girona 500 I-AUV. This robot starts floating near the surface and with the arm in the
folded position, from there the operator triggered the sequencer, and the actions proceed
as follows:

Unfold the arm.

Move the arm to the look down predefined position.

Trigger the grasp action server.

Move the arm to the start assembly predefined position.

The operator moves the BlueROV I-AUV close to the Girona 500 I-AUV.

Trigger the assembly action server and switch tasks to the end-effector configuration.
Switch task from end-effector configuration to AUV base configuration.

NN

Send a pose to the AUV configuration to move away from the BlueROV I-AUV.

4. Results

This section is divided into the analysis of two different experiments: the first focuses
on the grasping of the coupler, and the second on the assembly of the pipe with the
coupler. The results include the position and orientation errors reported by the action server,
the comparison between the target and real poses, and the output body and arm velocities
generated by the controller. All of this data was analyzed throughout each experiment.

It is important to mention that the pose errors were calculated in the NED coordinate
frame by comparing each axis component (X, Y, Z) of the end-effector pose with the
corresponding components of the target pose. Orientation components were also evaluated
in the same frame. Additionally, for the assembly task, a weighted moving average was
applied to the target pose to reduce noise and ensure stability. The weighted average
considered the current measurement (50%), the previous one (40%), and the one before
that (30%).
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4.1. Coupler Grasping

In this experiment, the coupler was static at the bottom of the tank at approximately
4.8 m. Once the grasp action server was triggered, it sent a sequence of approach poses
before the final grasp pose. The position and orientation errors shown in Figure 7 were
computed between the end-effector and the actual output pose of the server (either an
approach or grasp pose). This Figure also shows that the error in the Z-axis is initially
large. When the action is triggered (at 12 s), this error begins to decrease until it reaches
zero and remains near zero until approximately the second 50. This behavior corresponds
to the first approach pose: once the robot’s end-effector reaches this position, it waits
until the orientation is approximately aligned (+5 degrees), which occurs around the
second 50. At that point, a new, closer approach pose is published. This explains why
the error in Z increases again, and a similar behavior occurs around the second 60.
This pattern results in the Z error having the appearance of a first-order multiple-step
response. Finally, the position graph indicates that the grasp was successfully executed
around the second 78. The orientation error shows how the roll and pitch error remain
close to zero while the error in yaw has some noise, principally related to the ArUco
orientation estimation.

Grasp Action Server Position Error Grasp Action Server Orientation Error
8 ® ®
= @ X Error 15 ,W—’—“’f @ Roll Error
@ Y Error ® Pitch Error
05 @ Z Error 100 @ Yaw Error

10 20 30 40 50 60 70 10 20 30 - 50 60 70
Time(s) Time(s)

Figure 7. Grasp action server error over time. Position (left) and orientation (right) errors measured
in the NED frame between the end-effector and the grasp server’s actual output.

Figure 8 shows the object pose versus the end-effector pose over time. It can be
observed that the object’s pose was fluctuating, mainly due to noise in the visual pose
estimation based on ArUco markers. Additionally, the navigation module of the Girona
500 contributed to this noise, as it just relies on a pressure sensor and a Doppler Velocity
Log (DVL), which tends to drift over time and is particularly sensitive near the corners
of the tank. This noise also affects the x and y axes. However, it is significantly reduced
when the robot is close to the object, primarily because the ArUco markers appear larger
in the image, making it easier for the algorithm to estimate the object’s position and
orientation accurately.

Regarding orientation, the object’s roll and pitch were assumed to be zero, and the
maximum deviation in the end-effector’s roll and pitch was 0.15 radians. The yaw of
the object exhibited some abrupt variations at certain points, as previously mentioned.
Nevertheless, as shown in the six plots, both the object pose and the end-effector pose
converge to the same point shortly before the gripper is closed.
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Figure 8. Object and end-effector pose over time. On the left, the positions, and on the right, the
orientation, both with respect to the NED frame.

Figure 9 shows the velocities of the manipulator arm and the robot base. From the
robot base velocity graph, it can be deduced that during the first 20 s, the controller moves
the base in the linear Z direction, moving the robot closer to the object and also adjusting
the linear X velocity. Once the robot reaches a grasping position, the velocities remain close
to zero, except for some abrupt variations, which are also reflected in the arm’s velocity
graph. Toward the end of the graph, it can be observed that the velocities of both the robot
base and the manipulator arm converge to values near zero, indicating that the object and
end-effector poses have aligned.

Arm Velocities
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Figure 9. Arm and robot base velocities over time during the grasping action. At the top, the joint
velocities of the arm, and at the bottom, the robot’s base linear and angular velocities.

Figure 10 shows some images of the grasping process recorded from the on-hand
camera, the Rviz visualization tool, and an external camera from another BlueROV that
was teleoperated just for recording the experiment.
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Figure 10. At the top left, the RViz interface displays the robot description. Below, on the lower left,
an image from the gripper camera captures the scene just before the grasp. In the center left, another
view from the gripper camera shows the object immediately after the grasp. On the right, an external
view shows the Girona 500 I-AUV executing the grasp operation.

4.2. Pipe Assembly

In this experiment, the assembly action server pose error was computed from the
difference in the World NED frame of both objects. Figure 11 shows that. It can be observed
that the orientation error is fluctuating, this is mainly because of the poor image quality
from the frontal camera. This camera is an HD low-light camera, but in scenarios where the
light is abundant, the performance is not optimal. From the left image, the position error
graph shows that the error in the three axes converges to zero.

Assembly Action Server Position Error Assembly Action Server Orientation Error

0.3

@ Roll Error
® Pitch Error
@ Yaw Error

0.2
0.1 {
(m) °

-0 i
] —0.5

—02 4y

Time(s) Time(s)

Figure 11. Assembly action server error over time. Position error on the left and orientation error
on the right. The error is computed in the NED frame and represents the difference between the
pipe connectors.

Figure 12 shows both the pose of the pipe coupler and that of the coupler during the
assembly. On the left side of the figure, the positions are shown. From the plots, it can be
observed that the positions in all three axes converge. However, although the BlueROV
I-AUV was operating in autonomous position hold mode, the Girona 500 I-AUV did not
perceive the pipe coupler as stationary. This discrepancy is likely due to drift in the DVL
sensor on the BlueROV I-AUV and poor ArUco marker detections from the Girona 500’s
front camera. Nevertheless, detection improved significantly as the Girona 500 approached
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the pipe, which ensured that the critical part of the assembly was performed correctly.
A similar trend can be observed in the orientation plots on the right side of the figure.
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Figure 12. Pipe coupler and coupler pose over time, both expressed in the NED frame. The plots

show the evolution of the assembly process, which concludes when both poses converge, indicating
successful completion of the task.

The velocities of the Girona 500 I-AUV are shown in Figure 13, where it can be observed
that the base velocities remain very close to zero. This is mainly because the robot was
positioned near the other robot holding the pipe. Similarly, the arm velocities were also low,
primarily due to the low proportional gain, due to the high precision required to perform
the assembly task.
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Figure 13. Arm and robot base velocities over time during the assembly action. At the top, the joint
velocities of the arm, and at the bottom, the robot’s base linear and angular velocities.

Figure 14 shows a sequence of images from the assembly process at different moments.
The left side of the figure displays the view from the frontal camera integrated into the
Girona 500 I-AUYV for this experiment, while the images on the right provide an external
view captured by a second BlueROV, used just for recording purposes. The top pair of
images represents the moment when the assembly action server was triggered. The middle
pair captures the exact instant when the assembly was executed. Finally, the bottom pair
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shows the Girona 500 I-AUV opening the gripper and retreating from the BlueROV I-AUV,
which is holding the assembled pipeline.

Figure 14. Assembly process. On the left, the frontal camera of the Girona 500 I-AUV, and on the
right, an external view of the experiment.

4.3. Action Server Error Metrics

The data presented in Table 3 correspond to the evaluation of pose error during both
experiments: grasping and assembly. For the grasping task, the analysis was performed
from second 50 to second 78 of the execution, which corresponds to the time window after
the end-effector had reached the first approach pose and started moving gradually toward
the final grasp target. For the assembly task, the entire 96-second duration of the action
server’s activity was used, since the end-effector was already aligned with an approach
pose at the beginning of the task.

The results show that both tasks achieved average Euclidean position errors under
10 cm. The grasping task had slightly lower orientation errors, but the yaw component
showed high variability, possibly due to errors in ArUco detection or pose estimation.
In contrast, the assembly task showed more consistent yaw values and overall lower
standard deviations in orientation, indicating greater stability during execution.
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Table 3. Comparison of pose error statistics between the grasping and assembly action servers.
Position errors (X, Y, Z, and Euclidean) are expressed in meters (m), and orientation errors (roll, pitch,
yaw) are expressed in degrees (deg).

Grasping Task Assembly Task

Component

Mean Std Dev.  RMSE Mean Std Dev.  RMSE
X (m) —0.0663 0.0633 0.0917  —0.0323 0.0558 0.0645
Y (m) 0.0305 0.0505 0.0590 —0.0123 0.0603 0.0616
Z (m) 0.0464 0.0912 0.1023 0.0427 0.1285 0.1354
Euclidean error (m)  0.1324 0.0695 0.1495 0.1418 0.0785 0.1621
ROLL (deg) —1.0893 1.5314 1.8793 24124 14.8564 15.0579
PITCH (deg) —3.0496 2.3348 3.8407  —0.3495 6.7287 6.7390
YAW (deg) —3.1143  25.7328  25.9206 —9.4132 7.1583 11.8251

5. Conclusions

The experimental results demonstrate the successful implementation of a cooperative
manipulation framework using two I-AUVs, capable of accurately grasping and assembling
pipeline segments in a controlled underwater environment. This contribution focuses on
the successful demonstration that cooperative assembly between two I-AUVs is feasible,
a milestone not previously achieved within our scientific community. In this preliminary
experiment, magnets were embedded in the coupler parts to facilitate the assembly and
validate the overall feasibility of underwater cooperative manipulation. It should be noted
that the experiment was conducted in a controlled water tank environment with a depth of
5 m, unrestricted visibility, and no currents. Additionally, perception relied exclusively on
visual input. While the primary objective of this work has been validated, demonstrating
the feasibility of the proposed approach in a real-world context (i.e., the CIRTESU water
tank), the system still requires further refinement and systematic testing in multiple trials
to assess its robustness in less controlled environments.

An important detail to take into account is that the navigation sensors of both I-AUVs
are not fully reliable, mainly due to drift in the DVL sensor over time and the noise of
the perception module when the object is far from the camera. This can be improved by
integrating a precise localization module, for example, using an ultra-short baseline (USBL)
system or a simultaneous localization and mapping (SLAM) technique.

The proposed shared-autonomy architecture, where the operator remains in the loop
and can take manual control of the system, represents an effective intermediate approach
between fully autonomous and teleoperated control schemes. This approach helps bridge
the gap in scenarios where large, world-class ROVs are operated in deep-sea environments
by highly skilled ROV pilots, who carry significant responsibility due to the high value
of the equipment. Enhancing operator comfort through shared-autonomy could reduce
cognitive load and improve operational safety.

Finally, this overactuated system, composed of two I-AUVs with 10 degrees of freedom
each, was constrained such that one vehicle, including its manipulator, maintained a fixed
position in the World NED frame, while the other executed the assembly task. This
methodology opens the door to a wide range of possibilities. For example, during the
assembly process, the user could specify the desired location in the World NED frame
where the assembly should occur, choose which robot performs the assembly, or even
define the desired joint configuration to be followed during the task. Future developments
and challenges, such as increasing the system’s autonomy, improving perception in poor
visibility, and enabling wireless operations, are discussed in more detail in the next section.
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6. Future Work

This work contributes to the state of the art in underwater manipulation by presenting
a system architecture and mechatronic integration designed to address the problem of
coordinate underwater pipeline assembly using two I-AUVs. Future work in this direc-
tion involves advancing the autonomy of the robots. Instead of relying on a predefined
sequencer, the goal is to integrate an Al-based agent capable of making real-time deci-
sions based on varying scenarios while ensuring the robot’s safety. Another promising
research line is the development of an underwater wireless communication module, which
would enable wireless intervention missions. This module will be based on Visual Light
Communications (VLC), where the bandwidth is still restricted to about 10 Mbps.

Additionally, while the use of ArUco markers has proven effective for object pose
estimation, it raises the question: what happens in scenarios where markers cannot be
attached to the objects, where unknown objects are present, or where visibility is poor?
In such cases, developing a robust visual-acoustic perception system becomes essential.
Acoustic sensors, such as multibeam sonars, can be employed to detect and map objects,
and their integration with monocular or stereo vision can significantly enhance the per-
ception capabilities required for underwater robotic interventions. Among these sensors,
multibeam imaging sonars are particularly promising for manipulation tasks, as they pro-
vide acoustic imagery with a wide field of view. However, fusing acoustic and visual
data presents specific challenges. For example, scanning imaging sonars, while offering
detailed acoustic images, typically rely on a mechanically rotating motor to sweep the
environment, which introduces significant latency and complicates temporal alignment
with visual sensor data. Nonetheless, recent advances in sonar technology are leading
to the emergence of 3D multibeam imaging sonars capable of generating point clouds at
increasingly higher frame rates. These improvements are making it more feasible to inte-
grate acoustic and visual modalities for real-time underwater perception and manipulation.
Finally, alignment is a critical aspect when fusing data from different perception sources,
and dedicated calibration methods must be developed to address this challenge.
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Abbreviations

The following abbreviations are used in this manuscript:

AUV Autonomous Underwater Vehicle

CIRTESU  Center for Robotics and Underwater Technologies Research
DVL Doppler Velocity Log

GCS Ground Control Station

HRI Human-Robot Interface

I-AUV Autonomous Underwater Vehicle for Intervention
UAV Unmanned Aerial Vehicles

uGv Unmanned Ground Vehicles

LARS Launching and Recovering System

NED North East Down

ROV Remote Operated Vehicle

SLAM Simultaneous Localization and Mapping

USBL Ultra Short Baseline

UVMS Underwater Vehicles Manipulator Systems

VLC Visual Light Communications
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