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Abstract: This study proposes a concrete dam underwater apparent defect detection algorithm named
YOLOv8s-UEC for intelligent identification of underwater defects. Due to the scarcity of existing
images of underwater concrete defects, this study establishes a dataset of underwater defect images
by manually constructing defective concrete walls for the training of defect detection networks.
For the defect feature ambiguity that exists in underwater defects, the ConvNeXt Block module
and Efficient-RepGFPN structure are introduced to enhance the feature extraction capability of the
network, and the P2 detection layer is fused to enhance the detection capability of small-size defects
such as cracks. The results show that the mean average precision (mAP0.5 and mAP0.5:0.95) of the
improved algorithm are increased by 1.4% and 5.8%, and it exhibits good robustness and considerable
detection effect for underwater defects.
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1. Introduction

Reservoirs and dams serve essential functions, including flood control, power genera-
tion, water supply, and irrigation, playing a vital role in safeguarding lives and fostering
economic development [1–3]. However, during operation, concrete dams are subjected
to foundation loads and sudden disasters, leading to noticeable surface defects, such as
cracks. These defects not only compromise structural integrity but may also trigger other
issues that pose potential hazards to safety [4–7], even increasing the risk of dam failure.
Therefore, regular defect detection of the dam face is essential [8–10].

Since most of the dam structure is located under the water surface for a long time, the
detection of the underwater part is more difficult [11,12]. Traditional underwater defect
detection primarily relies on professional divers wearing diving equipment to carry out
operations underwater [13]. However, constrained by the underwater environment and
water depth, this method is highly dangerous and unable to work in deep water [11,14].
With the development and maturation of remotely operated vehicle (ROV) technology, it
has successfully replaced human divers for underwater inspections in hazardous deep-
water environments due to its strong adaptability, high pressure resistance, and ability to
operate for extended periods [15–18]. ROV can carry multi-source sensors, using a variety
of advanced technical means, such as underwater camera, sonar detection, remote sensing
technology, and robotic arms, to carry out a comprehensive detection and assessment of
the dam [19–22]. Many countries and organizations around the world have successfully
applied ROV technology to realize underwater exploration missions for dams. As early
as 2001, Japan developed and applied its own underwater exploration ROV to the Miyase
Dam field test, and the ROV moved 50 m between the concrete of the dam wall deep in
the dam to observe its stratification [23]. The University of Girona in Spain uses its own
developed underwater robot equipped with side-scan sonar, speed sensors, underwater
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cameras, and imaging sonars to inspect the underwater surface of dams and perform
underwater image stitching. They observed a significant amount of underwater algae,
confirming the feasibility of ROVs for dam surface inspections [24]. The Tokai University in
Japan has designed a negative pressure suction cup ROV that can adhere to dam surfaces
and move vertically along them using rubber wheels when close to the dam. This design
enhances the stability of the ROV during underwater inspections [25]. China used an
underwater ROV to detect the upstream dam face of the Tongzilin Dam and to detect
underwater seepage through multibeam sonar [26]. The TB-1 ROV developed by Harbin
Engineering University successfully observed centimeter-level underwater dam face cracks
in the underwater multi-angle detection test for the Gezhouba Dam, which significantly
improved the accuracy of the underwater robot detection [27].

With the development of machine vision technology, deep learning methods provide
new ideas for underwater detection. Deep learning is a part of machine learning, and deep
learning achieves the learning of data features and reveals their intrinsic connections by
constructing an artificial neural network and simulating the information transfer between
neurons [28,29]. Deep learning algorithms have numerous advantages, including strong
feature extraction capabilities, high accuracy in recognition, and good real-time perfor-
mance [30,31]. By using imaging devices like cameras to collect image data and analyzing
it through machine vision, deep learning can effectively carry out large-scale structural
defect detection tasks. In underwater detection, underwater defect images can be acquired
by ROV and defect detection algorithms can be constructed by deep learning [32–34]. The
better the diversity of data used for learning, the better the network training effect, and
the higher the detection performance of the algorithm [31,35–37]. However, due to the
underwater environment, the acquisition of concrete underwater defect images requires a
lot of time and expensive equipment, the current underwater defect images are very scarce,
and the corresponding image data labels for training are also more scarce [18,38]. Some
scholars have considered transfer learning to solve this problem.

Transfer learning [39,40] solves the problem of insufficient data and high workload by
transferring the knowledge learnt from a baseline dataset to a new problem. Fan et al. [41]
proposed an underwater dam crack image segmentation model based on transfer learning,
which effectively reduces the workload of data labeling and achieves better segmentation
results for underwater dam crack images compared to existing methods, although it suffers
from poor real-time performance. Li et al. [38] introduced a two-stage joint recognition
method that transfers crack feature knowledge learned from civilian infrastructure to under-
water dam structures, developing a real-time segmentation framework for underwater dam
cracks, achieving an accuracy of up to 0.9444 on the test set and effectively estimating the
geometric features and sizes of the cracks. Cao et al. [42] proposed a method for underwater
crack detection based on image stitching and semantic segmentation, which successfully im-
proved m-IOU and F1 scores and demonstrated good generalization capability. Qi et al. [43]
developed an underwater crack segmentation network that combines convolutional neural
networks and the Otsu algorithm, enabling crack recognition and measurement through
preprocessing of underwater images, with a recognition precision of 0.2 mm, surpassing
other similar methods. Li et al. [44] proposed a crack disease recognition network for
underwater bridge structures based on an improved YOLOv4, with the model size only
one-fifth of the original, enhancing detection efficiency and ease of deployment. Despite
these studies addressing underwater defect issues and proposing solutions like transfer
learning, the lack of underwater defect image samples remains unchanged, which continues
to restrict the further development of underwater defect detection technology. Therefore,
constructing a dataset of underwater defects for deep learning would significantly aid
research in underwater defect detection.

At the same time, there are unique features of underwater defects in concrete dams,
such as cracking, spalling, and exposed bars [11,16]. Due to the influence of the underwater
environment, defect features on dam surfaces are not obvious and are difficult to distinguish
from complex backgrounds, as shown in Figure 1a. Additionally, defects such as cracks and
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spalling affect each other, resulting in significant differences in the pixel ratios they occupy
in the images. The texture and morphological characteristics of different defects also vary,
as illustrated in Figure 1b. All the above create great difficulties for underwater defect
recognition based on object detection. Therefore, it is necessary to develop an algorithm
with high detection accuracy for underwater defect features to achieve multiple underwater
defect detection.
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(b) defect size varies greatly.

The contributions of this study are as follows. First, an underwater defect dataset was
established by artificially creating defect specimens and using an ROV for image acquisition,
which included cracks, spalling, and exposed areas. Second, model ablation experiments
were conducted to address the characteristics of underwater defects, gradually improving
the YOLOv8s network by introducing the Efficient-RepGFPN structure and ConvNeXt
module, leading to the proposal of the YOLOv8s-UEC network for underwater defect
detection. Finally, the performance of the proposed network was tested, demonstrating the
feasibility and superiority of the algorithm.

2. Methodology
2.1. Procedure of Underwater Defects Detection

The main steps of this study regarding the underwater defect detection method are
shown in Figure 2. The detection process is divided into three steps: (1) underwater
concrete defects image acquisition; (2) ablation study for network optimization; (3) analysis
of underwater defect detection results.
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In the first step, since the training of the object detection network requires data samples
and labels to provide a basis for network feature learning, considering the difficulty of ob-
taining actual underwater dam surface defect data, a defective concrete wall is constructed
using artificially built concrete defect specimens for data acquisition, and the underwater
defect data are collected by the ROV in a U-shaped path from the top to the bottom of
the pool.

In the second step, an ablation study is carried out using different combinations of
optimized modules and structures, so that the proposed network achieves the best balance
between precision and speed. The study uses the dataset established in the first step,
ensuring that the experimental parameters are consistent across each group.

Finally, in the third step, the accuracy and applicability of the network in each experi-
mental group are tested and the corresponding detection results are analyzed.

2.2. Original YOLOv8s Network

YOLOv8 is the YOLO series of object detection models released by Ultralytics, which
builds on previous versions by optimizing the structure of the backbone and neck network
to maintain the best balance between accuracy and speed for object detection tasks in all
areas [45]. In addition, during the design and optimization process of YOLOv8, considering
the ease of use and deployment of the model, it is suitable for deployment to the mobile
terminal for underwater defect detection. According to the network depth and width,
YOLOv8 can be divided into 5 sizes of n, s, m, l, and x [46]. Among these, the n-version
network model is the smallest but has the worst detection performance; the x-version offers
the best detection performance but has a larger model size, making it less suitable for later
export and deployment. Based on the number of images in the dataset, which consists of
several thousand images, the s or m versions are more appropriate. Considering that larger
models require higher computational resources, this study decided to use YOLOv8s as the
baseline network for research. The network structure is shown in Figure 3.
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Figure 3. Architecture of the YOLOv8s network.

The structure of YOLOv8s consists of backbone, neck, and head parts. The backbone
part uses the CSPDarkNet structure, including Conv, C2f, and Spatial Pyramid Pooling-
Fast (SPPF) modules, which are mainly used for feature extraction of images. The neck
part is a crucial component that connects the network backbone and the detection head,
primarily responsible for feature fusion and processing to improve detection accuracy and
efficiency. The neck part upsamples and fuses channel information from the backbone,
sending the detailed information to the detection head for loss calculation and result
prediction. The head part of the network adopts a decoupled head structure, which assigns
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the classification and regression tasks to different branches to improve the accuracy and
stability of the prediction.

2.3. Network Improvement Component
2.3.1. ConvNeXt Block Module

ConvNeXt [47,48] is a pure convolutional model based on the ResNet50 model and
improved with reference to the structure of Swin Transformer, and the ConvNeXt Block is
the core module of the ConvNeXt network structure, whose structure is shown in Figure 4.
ConvNeXt Block adopts the grouped convolution idea, where the number of channels of the
input feature maps determines the number of convolution kernels, and each convolution
kernel processes a corresponding channel and generates a feature map. All the generated
feature maps are stacked in the channel dimension, thus maintaining the same number of
channels for both input and output feature maps. Meanwhile, ConvNeXt Block introduces
an inverse bottleneck layer structure, which is characterized by two narrow ends and a
wide middle, and effectively avoids information loss through the operation of dimension
up and then dimension down, which has achieved good results in practice. Compared to
ResNet Block, ConvNeXt Block chooses to use Depthwise (DW) convolution and selects the
same 7 × 7 large convolution kernel as a Swin Transformer Block. The activation function
is also switched from the earlier ReLU to GELU, and fewer activation functions are used.
In addition, the same Layer Normalization (LN) as in Swin Transformer Block is chosen,
while reducing the LN used.
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2.3.2. Efficient-RepGFPN Structure

DAMO-YOLO [49] is an object detection algorithm developed by the Alibaba DAMO
Academy for Discovery. It makes a series of optimizations and enhancements based on the
YOLO framework, such as adjustments to the model structure and updates to the training
strategy, to provide faster and more accurate object detection performance on limited-
resource devices. Efficient-RepGFPN is a deep neck part adopted by DAMO-YOLO [50],
which achieves efficient multi-scale feature fusion. Efficient-RepGFPN structure is shown in
Figure 5, and specific optimizations include: (1) Efficient-RepGFPN employs channel dimen-
sions of different scales. Specifically, Efficient-RepGFPN uses varying numbers of channels
across different feature layers to better accommodate features at different scales. This de-
sign leverages all available computational resources and enhances the efficiency of feature
extraction. (2) Efficient-RepGFPN introduces an optimized Queen-Fusion mechanism. Tra-
ditional Queen-Fusion involves extensive upsampling and downsampling operations to
achieve feature fusion at different scales, resulting in a significant computational burden.
Efficient-RepGFPN eliminates redundant upsampling operations in Queen-Fusion to reduce
latency, thereby further improving real-time performance. (3) Efficient-RepGFPN improves
the original convolution-based feature fusion module by introducing the CSPStage module,
which integrates reparameterization mechanisms, Cross-Stage Partial Networks (CSPNet),
and Efficient Layer Aggregation Networks (ELAN).
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The structure of the CSPStage module is shown in Figure 6, which splits the feature
learning path into two parts; one part is directly residual concatenated, and the other part
undergoes a series of convolutions before being fused with the first part. This design
helps to extract and fuse different levels of feature information, thus enhancing the feature
representation. The structure-heavy, parameterized convolution known as RepConv is also
employed. This approach utilizes a two-branch structure during training, which is fused
into a single branch during inference, thereby reducing inference time.
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2.4. Proposed YOLOv8s-UEC Network

The structure of YOLOv8 is designed to be applicable across various object detection
tasks, resulting in a balanced overall performance. However, in underwater defect detection
tasks, challenges arise due to the influence of the underwater environment. Defect features
on underwater dam surfaces are not distinct and are often intertwined with complex back-
grounds, making them difficult to discern. Defects like cracks and spalling affect each other,
leading to significant differences in pixel proportions in images, and various defects have
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different texture and shape characteristics. These factors present significant challenges for
detection. To address the issues of indistinct defect features and blurry boundaries between
defects and backgrounds, it is essential to enhance the network’s feature extraction capa-
bility. This capability is closely related to the network’s structure and modules; therefore,
improving these can effectively boost network performance. Additionally, it is crucial to
balance detection accuracy and speed during improvements to avoid sacrificing detection
speed due to the addition of excessive modules for accuracy enhancement. Thus, a gradual
debugging process is necessary to achieve the best balance between these two aspects.

Another challenge in underwater detection is the significant disparity in pixel proportions
occupied by different defects. For example, cracks occupy a small proportion of the image
compared to large areas of underwater concrete spalling, falling into the small target category.
Small targets are often overlooked or misjudged due to their minimal pixel presence, leading
to lower detection accuracy. To improve detection accuracy for small targets, the introduction
of the P2 small object detection layer can be beneficial. The P2 layer typically has higher
resolution, allowing the model to better capture the details of small-sized targets. Higher
resolution feature maps provide more spatial information, aiding in detecting small objects.
Moreover, because the P2 layer is in a shallower network position, it can capture finer details,
which is crucial for understanding the shape and texture of small targets.

The specific improvement measures are as follows: (1) replacing the neck part of the
network with Efficient-RepGFPN to flexibly control the expression ability of high and
low layers of features, improve the feature extraction ability of the network, and solve
the problem of blurring the boundary between the defects and the background, and the
problem of low accuracy caused by the features that are not obvious; (2) introducing the
P2 small target detection layer into the Efficient-RepGFPN structure improves detection
accuracy for small targets like cracks. This approach addresses the issue of significant
differences in pixel ratios among various defects in images, helping to reduce the chances
of small target defects being overlooked or misclassified; (3) replacing the bottleneck in the
C2f module in the network backbone with a ConvNeXt pure convolutional lightweight
high-performance structure, to improve the detection efficiency. The proposed network is
referred to as YOLOv8s-UEC (YOLOv8s for underwater defect detection based on improved
Efficient-RepGFPN and ConvNeXt Block), as shown in Figure 7.
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2.5. Adopted Loss Function

The loss function of YOLOv8s consists of two parts: classification loss (Losscla) and
regression loss (Lossbox), which can be expressed as:

Loss = Losscla + Lossbox (1)

where the classification loss uses Binary Cross Entropy (BCE), the role of this loss is to
determine whether the detection target is classified as such, and based on this output,
network confidence results.

The regression loss is caused by the difference in coordinates and dimensions between
the predictor box and the object box, and the degree of regression can be measured by the
ratio of the predictor box to the object box in regression-type tasks. Intersection over Union
(IoU) is a way to describe the degree of overlap between the predictor box and the object
box, which can be expressed as:

IOU =
|A

⋂
B|

|A
⋃

B| (2)

where A denotes the prediction box; B denotes the object box. IoU measures the degree of
overlap of the two boxes by calculating the ratio of the intersection and concatenation of the
areas of the two boxes A and B. Since this method cannot reflect the coordinate relationship
between the two boxes, YOLOv8s adopts complete-IoU (CIoU) as the regression loss
function. CIoU improves the regression accuracy by simultaneously considering three
factors: overlap area, centroid distance, and aspect ratio of the box. The calculation of CIoU
is shown in Figure 8, and it can be expressed as follows:

LCIoU = 1 − IoU +
ρ2(b, bgt)

c2 + αv (3)

c2 = (wc)2 + (hc)2 (4)

α =
v

(1 − IoU) + v2 (5)

v =
4

π2

(
arctan

wgt

hgt − arctan
w
h

)
(6)
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Since CIoU optimizes the relative aspect ratio of the box width and height, and based
on the definition of parameter v in Equation (6), the gradient of v with respect to width w
and height h has opposite signs. When the predicted box’s width and height maintain a
proportional relationship with the target box’s dimensions, the penalty factor for optimizing
the relative aspect ratio in CIoU becomes ineffective, significantly affecting the convergence
speed. To address this problem, EIoU [51] proposes a loss function that directly penalizes
the actual dimensions of the predicted box widths and heights, and the EIoU calculation is
shown in Figure 8, which can be expressed as follows:

LEIoU = 1 − IoU +
ρ2(b, bgt)

c2 +
ρ2(w, wgt)

(wc)2 +
ρ2(h, hgt)
(hc)2 (7)

Introducing the Focal L1 loss to address the category imbalance between high- and
low-quality samples in the regression task results in Focal-EIoU, denoted as:

LFocal−EIoU = IoUγLEIoU (8)

where γ is used to control the curve radian, after the original text and many tests to take 0.5.
Since YOLOv8s uses Anchor-Free prediction, Distribution Focal Loss (DFL) is added to

the regression loss to match this prediction method, and the final loss function of YOLOv8s
can be expressed as the sum of the three losses:

Loss = Losscla−BCE + Lossbox−FocalEIoU + Lossbox−DFL (9)

2.6. Evaluation Indicators

In this study, the performance of the proposed network is evaluated using the eval-
uation metrics of the object detection task, including Precision (P), Recall (R), F1 index,
mean category average precision (mAP), and detection speed FPS, which are calculated
as follows:

P =
TP

TP + FP
(10)

R =
TP

TP + FN
(11)

F1 =
2 × P × R

P + R
(12)

AP =
∫ 1

0
P(R)dR (13)

mAP =
∑Q

q=1 AP(q)

Q
(14)

In Equations (10) and (11), TP is the number of correctly detected samples, FP is the
number of incorrectly detected non-defective samples, and FN is the number of defective
samples that were not detected. In Equation (12), F1 is the harmonic mean of precision and
recall. The Average Precision (AP) is the area enclosed by the P and R curves and their
axes. In Equation (14), Q represents the category, and mAP is the mean value of the AP for
different categories. In this study, the evaluation metrics are mAP0.5 and mAP0.5:0.95. mAP0.5
is obtained when the IoU is set to 0.5, while mAP0.5:0.95 is the average of 10 mAP values
calculated by incrementally increasing the IoU from 0.5 to 0.95 in steps of 0.05.

3. Experiments and Results
3.1. Data Collection and Preprocessing
3.1.1. Classification of Underwater Defective Samples

Light and transparency are two factors that must be considered when acquiring optical
images in a body of water. In underwater research, the light conditions directly affect the
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observing equipment and its use, and as the water depth increases, supplementary light
sources must be added to the equipment to ensure underwater visibility. In addition, the
transparency is affected by factors such as water quality, suspended particulate matter,
organic matter, and algae, and a decrease in transparency may result in a blurred image. To
establish a diversified underwater defect dataset, as shown in Figure 9, we considered the
collection of data samples from various perspectives, such as defect types, water quality
conditions and lighting conditions.
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3.1.2. Construction with Defective Concrete Wall

Due to the scarcity of available images of underwater concrete defects, a defective
concrete wall was constructed using manually fabricated underwater concrete defect
specimens for data collection. As shown in Figure 10a–d, the dimensions of the specimens
were first pre-designed and the corresponding specimen molds were customized. Then,
the pre-proportioned concrete was poured uniformly into the molds. Next, the concrete
specimens were properly cured, and after the curing was completed, defects were manually
created on the surface of the specimens to simulate the damage in the real environment.
Finally, defect images were collected from the concrete defect wall.
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3.1.3. Image Acquisition of Underwater Defects

The ROV was equipped with an underwater camera for underwater defect image
acquisition, and the light and water quality conditions were taken as variables, as shown
in Figure 11a–d, considering four types of scenes, namely, clear water without light, clear
water with light, muddy water without light, and muddy water with light, and acquiring
the three types of underwater defects in different scenes to ensure the diversity of the
acquired data. During the actual shooting process, optimizing the underwater shooting
distance for different scenarios was essential to collect high-quality defect images. This
adjustment enhanced the imaging effect, ensuring both the clarity of the images and the
completeness of the information captured.
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Additionally, due to limitations in the experimental site and the defects in the speci-
mens, this data collection only included three common types of concrete defects: cracks,
spalling, and exposed reinforcement. Furthermore, the actual underwater environment of
a dam is more complex than the experimental setup: for example, the presence of underwa-
ter vegetation obstructing visibility can make it impossible to fully represent the various
underwater dam defect situations in this collection.

3.1.4. Data Processing

After performing underwater defect image acquisition, the acquired images were
processed using various data enhancement methods to further expand the training data and
improve the performance of the detection network. Data enhancement helped to maximize
the use of limited data resources and make them more valuable. The specific effect of each
type of data enhancement is shown in Figure 12. By performing data enhancement on
the image data, more data samples were generated, the size of the dataset was expanded,
and the overdependence of the model on the training data was reduced, which was very
helpful in avoiding overfitting and improving the generalization ability of the model
during training. At the same time, the expanded new images introduced randomness or
variability, and the model needed to adapt to a variety of different data variations, making
the model robust.
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The defective regions of the underwater defective images were labeled using labelImg
v1.8.1 visual annotation software to obtain data labels of the image defect information for
learning by the object detection network. The labeled underwater defective image data
were aggregated as the network training dataset, and some images with fuzzy features and
poor quality were removed. A total of 2800 underwater defect images were obtained, of
which 1600 were crack images, 600 were spalling images, and 600 were exposed bar images.
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3.2. Network Ablation Study

To ensure that the proposed underwater defect detection network YOLOv8s-UEC had
the best performance, an ablation study was carried out using multiple networks containing
different improvements and comparing their results to further explore the contribution
of each improvement module to the network, and the way of combining the modules is
shown in Table 1.

Table 1. Network settings for different improvement methods.

Network Name Network Structure Adopted Module Loss Function Head Number

YOLOv8s Origin C2f CIoU 3
YOLOv8s-ER E-RepGFPN C2f CIoU 3
YOLOv8s-EC E-RepGFPN C2f CIoU 3
YOLOv8s-IEC E-RepGFPN + P2 C2f-CN CIoU 4
YOLOv8s-UEC E-RepGFPN + P2 C2f-CN Focal-EIoU 4

The study was conducted on a workstation equipped with an Intel Core i7-12700F
processor manufactured by Intel Corporation (Silicon Valley, Santa Clara, CA, USA), and an
NVIDIA 3080 graphics card manufactured by NVIDIA Corporation (Silicon Valley, Santa
Clara, CA, USA), with 42 GB of GPU memory. The algorithm ran under training conditions
of CUDA 12.2, Python 3.9, and PyTorch 1.12.

To ensure the objectivity of the experimental results, all training parameters for the
networks were kept consistent. The batch size was set to 4 based on the GPU memory size.
Various training epochs were tested, and when set to 300, the model converged without
overfitting. Additionally, mosaic augmentation was disabled in the final 10 epochs, and
the initial learning rate was set to 0.01. The training results for five networks are shown in
Figure 13, which shows that the training loss tended to converge after slowly decreasing,
and after turning off Mosaic enhancement, the loss further decreased to stabilize, before the
accuracy gradually increased and finally reached the peak value. The statistical evaluation
results of different networks on the test set are summarized in Table 2.
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Figure 13. Loss and mAP curves of different networks in training process: (a) loss curve,
(b) mAP curve.

Table 2. Comprehensive test results of different networks.

Network Precision Recall F1 mAP0.5 mAP0.5:0.95 FPS

YOLOv8s 91.6% 90.0% 0.9079 93.8% 74.1% 121
YOLOv8s-ER 92.1% 90.6% 0.9134 94.1% 76.0% 114
YOLOv8s-EC 93.9% 91.4% 0.9263 94.3% 79.1% 115
YOLOv8s-IEC 94.5% 90.7% 0.9256 95.1% 79.5% 82
YOLOv8s-UEC 93.9% 91.6% 0.9274 95.2% 79.9% 107
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According to Table 2, it can be seen that the detection performance rose with the
continuous improvement of the network. By introducing the Efficient-RepGFPN structure,
mAP0.5 was improved by 0.3%, while mAP0.5:0.95 was improved by 1.9%; by introducing the
ConvNeXt Block module, mAP0.5 was improved by 0.5% while mAP0.5:0.95 was improved
by 5.0%; by fusing the P2 detection layer, mAP0.5 was improved by 1.3% while mAP0.5:0.95
was improved by 5.4%, and a certain loss of detection speed was compensated for by
using the Focal-EIoU loss while ensuring accuracy. Finally, the proposed YOLOv8s-UEC
achieved the highest F1, mAP0.5, and mAP0.5:0.95 values, improving by 2.15%, 1.4%, and
5.8%, respectively, compared to the original network. The network detection speed reached
107 FPS, supporting the need for online detection after model export for deployment on
mobile devices. Moreover, the detection performance of different networks for different
categories of defects was improved, and the mAP0.5 indexes of each category test are collated
in Table 3. According to the data results, the proposed YOLOv8s-UEC network effectively
improved the detection accuracy of various types of defects compared with the original
network. Adopting the Efficient-RepGFPN structure that integrates the P2 detection layer
effectively improved the feature extraction capability of the network, and it had a better
capability to deal with the problem of the huge difference in the proportion of pixels occupied
by the underwater defects in the image, as well as the blurring of the boundaries between
the defects and the background, which proves that the proposed YOLOv8s-UEC network
can deal with the task of detecting the underwater defects and has a good performance.

Table 3. Results of mAP0.5 in different network for various defects.

Network Name Crack Spalling Exposed Bars
YOLOv8s 86.3% 97.9% 97.1%

YOLOv8s-ER 87.5% 97.6% 97.2%
YOLOv8s-EC 87.9% 97.8% 97.3%
YOLOv8s-IEC 89.9% 98.0% 97.5%
YOLOv8s-UEC 89.3% 98.4% 97.9%

The mAP was calculated based on the area enclosed by the precision–recall curve and the
axes, representing the performance of the network. The precision–recall curve displays recall
on the x-axis and precision on the y-axis. A larger area enclosed by the curve and the axes in-
dicates better model performance. The precision–recall curves for the three models, YOLOv8s,
YOLOv8s-EC, and YOLOv8s-UEC, are shown in Figure 14. The black curve represents
YOLOv8s, the red curve represents YOLOv8s-EC, and the blue curve represents YOLOv8s-
UEC. Observing the three curves, the area under the blue curve is the largest, followed by the
red curve, and the black curve has the smallest area. Clearly, as the model is continuously
improved, the area under the curve increases, providing an intuitive representation of the
enhanced network performance.

To further verify the performance of YOLOv8s-UEC, we trained other advanced net-
works, such as Faster R-CNN, YOLOX-s, YOLOv5s, and YOLOv8s, using the established
underwater defect dataset. Each experimental group was trained until convergence to ensure
optimal results, as shown in Table 4. The detection accuracy of YOLOv8s-UEC improved by
4.9%, 1.6%, 1.0%, and 1.4% compared to Faster R-CNN, YOLOX-s, YOLOv5s, and YOLOv8s.
This detection capability met the requirements for efficiency and precision, demonstrating
higher application value.

Table 4. Detection results of other advanced networks.

Network Precision Recall F1 mAP0.5 FPS

Faster R-CNN 93.7% 78.9% 0.8567 90.3% 39
YOLOX-s 91.3% 90.6% 0.9095 93.6% 84
YOLOv5s 93.4% 91.0% 0.9218 94.2% 101
YOLOv8s 91.6% 90.0% 0.9079 93.8% 121

YOLOv8s-UEC 93.9% 91.6% 0.9274 95.2% 107
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3.3. Underwater Defect Detection Based on YOLOv8s-UEC

The specific detection results on the test set are shown in Figure 15, which shows that
the proposed network effectively improved the detection of underwater defects in general
and had better robustness. Specifically, the improvement in detection performance was
divided into three aspects: (1) the detection effect for small objects such as underwater
cracks was improved, (2) the prediction boxes for various types of underwater defects were
more reasonable, (3) the proposed network had a higher confidence when the same object
is detected.

In addition, the real detection effect of the network was visualized using the ground
truth as a benchmark, where the prediction boxes for correctly detected defective samples
was marked in green, those for incorrectly detected non-defective samples were marked in
blue, and those for missed defective samples were marked in red. Figure 15a–h presents
pairs of images showing cracks in clear water without light, clear water with light, muddy
water without light, and muddy water with light scenes, respectively, which shows that
with the improvement of the network, the missed and incorrectly detected samples of crack
defects in different scenes gradually disappeared, which proves that the effectiveness of
the proposed network for detecting small objects such as underwater cracks was gradually
improved. In Figure 15i,j, the detection effect of the proposed network on the three types
of defects is improved, while the output prediction boxes are closer to the ground truth
and more reasonable in distribution. In Figure 15k,l, the proposed network has higher
confidence than the original network in detecting the same defects, which proves that the
proposed network has a higher credibility in judging the defects. Taken together, the results
show the proposed network can accurately detect defects of different categories and sizes
in different underwater scenes, which shows that YOLOv8s-UEC has high applicability
and credibility in the underwater defect recognition task.
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4. Conclusions

In this study, we propose YOLOv8s-UEC, a network for underwater defect detection
in concrete dams based on the YOLOv8s object detection framework. This model combines
an improved Efficient-RepGFPN structure with a P2 detection layer as the neck of the
model, replaces the bottleneck of the C2f module in the backbone with the ConvNeXt
module, and substitutes the localization loss function with Focal-EIoU. Additionally, due to
the time-consuming and costly nature of acquiring underwater defect images, which leads
to a scarcity of such data, we constructed defect concrete walls with artificially created
samples of cracks, spalling, and exposed bars. We collected underwater defect images
using ROVs to create a dataset for network training, addressing the shortage and lack
of diversity in underwater defect samples, and providing solid data support for future
research in this area.

YOLOv8s-UEC was proposed after systematically testing and evaluating various
structures and modules through ablation study. Compared to other models, YOLOv8s-UEC
significantly enhanced the defect feature extraction capability in underwater scenes. In
the three common categories of underwater defect detection, F1, mAP0.5, and mAP0.5:0.95
increased by 2.15%, 1.4%, and 5.8%, respectively. The model’s processing speed reached
107 FPS, improving detection accuracy and effectiveness while meeting real-time detection
requirements. Validation results on the test set showed improved detection of small targets
like underwater cracks; the predicted bounding boxes for various underwater defects
were more reasonable; and when detecting the same target, the proposed model exhibited
higher confidence. Thus, the proposed model is more suitable for underwater defect
detection tasks compared to conventional algorithms, making it practically significant for
the underwater safety assessment of dams.

In the future, we will further explore the development of underwater defect detec-
tion. We plan to utilize underwater robotic equipment to capture real underwater defect
images of dams, aiming to create a more generalized defect dataset. Additionally, we will
apply pruning or knowledge distillation to the proposed model to reduce the number of
parameters and lower the resource requirements for deployment on mobile platforms.
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